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Kimmo Koskenniemi’s first 60 years
FRED KARLSSON

Kimmo Matti Koskenniemi was born on September 7, 1945, indite of
Jyvaskyla in the interior of Finland, close to those dial@eas where the
purest forms of Finnish are claimed to be spoken. Kimmo was/tungest
of four sons born to Matti and Sirkku Koskenniemi. Both of p@éents were
deeply involved with education, his mother as a primary stkeacher and
his father as one of the leading authorities on educationteacher train-
ing in Finland, affiliated as professor of practical peddagegt the Teacher’s
College of Jyvaskyla 1944-1948 and later at the Univessitie Turku and
Helsinki.

Kimmo matriculated from one of Finland’s top high schoolssl$in-
gin Suomalainen Yhteiskoulu (Helsinki Finnish Co-edumasil School), and
went on to study mathematics and computer science at theetsitiy of
Helsinki. He was an unusually successful student, obtgithia degree Bach-
elor of Science in two years and, on top of that, the degreg¢evas Science
in just another year, in 1967.

Kimmo did his military service in the turbulent years 196869, com-
pleting his duties in affiliation with the Defence Staff (R&#&unta), as one
of the first officers receiving special training based onrtbieilian skills (for
Kimmo, mathematics and computer science). He was disctiag&econd
Lieutenant in the spring of 1969.

Kimmo entered working life already in 1966 when he was emgtbgs
programmer at the Department of Seismology, University elskki. In the
fall of that year he also started teaching, as teachingtassisf mathematics
at the Helsinki University of Technology. In 1967 he entetteel payrolls of
the Computing Centre of the University of Helsinki which wasbecome

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2006, by individual authors.
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KIMMO KOSKENNIEMI'S FIRST60 YEARS/ XV

his employer for the next 15 years. There he worked as matiwam se-
nior planning officer, assistant, specialist researchmel 2ivision Head. Over
these years, administrative duties accumulated and gaweniia solid man-
agerial experience even if they also detracted from hisladig@spirations.

Kimmo’s old interest in natural languages grew strongehmdourse of
the 1970’s to the point where he started full-blown acadestuidy of general
linguistics, eventually completing his major in this sudjgn 1979. Since he
was a youngster, Kimmo had known the Parpola brothers AskoSamo,
both renowned scholars in ancient languages, and thesaiatapuces also
paved his way to linguistics. Kimmo’s first publicationsiind 979 and 1980
were written jointly with Asko Parpola and treated methadyital (including
computational) and corpus-linguistic aspects of deciplgehe Indus script.

In 1981 Kimmo joined the Department of General Linguistidsene he
was one of the driving forces in the project Automatic Anadysf Finnish
sponsored by the Academy of Finland 1981-1984. If ever eeptdijas turned
out an excellent result, this holds of Kimmao’s PhD théBig-level morphol-
ogy: A general computational model for word-form recogmitand produc-
tion (Department of General Linguistics, Publications No. 1&ldihki 1983).
The degree was conferred upon Kimmo in March, 1984, aftebéqdefence
where professor Lauri Karttunen acted as official opponent.

The two-level model TWOL (building on early work by C. Dougldohn-
son, Martin Kay, and Ronald M. Kaplan) soon became a classicttze de
facto standard of the rapidly evolving field of computatiomarphology, a
position it has retained to this very date. | know of no bettay to describe
the basic ideas than to cite Lauri Karttunen and Kenneth RsBg's "A
Short History of Two-level Morphology":

"Koskenniemi invented a new way to describe phonologictdrahtions in
finite-state terms. Instead of cascaded rules with inteiatedtages and the
computational problems they seemed to lead to, rules caulithdught of as
statements that directly constrain the surface realimaifdexical strings. The
rules would not be applied sequentially but in parallel.Eade would con-
strain a certain lexical/surface correspondence and thiecoement in which
the correspondence was allowed, required or prohibitedhisd 983 disserta-
tion, Koskenniemi constructed an ingenious implementatibhis constraint-
based model that did not depend on a rule compiler, compositi any other
finite-state algorithm, and he called it TWO-LEVEL MORPHOG®Y. Two-
level morphology is based on three ideas: (i) Rules are sisoksymbol con-
straints that are applied in parallel, not sequentiallg ligwrite rules. (ii) The
constraints can refer to the lexical context, to the surfam@ext, or to both
contexts at the same time. (iii) Lexical lookup and morphatal analysis
are performed in tandem." (http://www.ling.helsinki.kbskenni/esslli-2001-
karttunen/)
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It is extremely uncommon for PhD dissertations to have sudtamatic im-
pact. The search key "two-level morphology" yielded momntf7,000 hits
in June, 2005, and the CiteSeer information service lis® ditations of
Kimmo’s 1983 dissertation. Evan Antworth’s widely used lempentation
of the two-level model bears the name of the original invergiving us PC-
KIMMO.

For 20 years now, Kimmo has been a major character on thenattenal
scene of computational linguistics and his work was insental in launch-
ing the Center of Excellence status of the Research Unit éon@utational
Linguistics (RUCL, 1985-1994) and the Research Unit for fifinjual Lan-
guage Technology (RUMLAT, 1995-1999), both at the Depantnaé Gen-
eral Linguistics in Helsinki.

Teaching of computational linguistics started incremidnt the Univer-
sity of Helsinki in the late 1980's. Kimmo had been appoinotent in
1984, and from April, 1990, he has been professor of comiouialtlinguis-
tics (with tenure from May, 1992). The 1990’s were econothidaugh in
Finland and Kimmo had to invest an enormous amount of workeisigh-
ing an up-to-date multidisciplinary curriculum for comptional linguistics
and related disciplines. The full-blown result of this ig thationwide KIT-
network (Language Technology Teaching Network) where t@nigh uni-
versities collaborate. This would not have come about withk@mmao’s untir-
ing efforts. Closely related to these endeavours are Kimractivities in the
Nordic Graduate School of Language Technology (where heds-bhair)
and in the emerging Finnish-Baltic language technologwoek.

In 1986, Kimmo was one of the two founders of Lingsoft, Inc.endhe
has acted both as Chief Executive Officer and Chairman of tteed The
success of Lingsoft (which at times had more than 50 empk)yisdargely
due to Kimmao’s diligence, foresight, and strategic eye.

Some five years ago Kimmo was offered to become President &lé&we
Association of Computational Linguistics. Had he accepted taken on this
duty, he would later have become President of the Assoaoidtics indicative
of Kimmo’s deep sense of responsibility and determinedrjtization that
he declined the offer, preferring to devote his energy tcetiging the KIT
network.

As colleague, friend, project leader, and Department Chdinmo is
widely known for his smooth manners, his supportive andatwitative at-
titude, and his meticulous objective scrutiny of whatewejems he is con-
fronted with. The Department of General Linguistics, séaftl students alike,
and a wide array of colleagues and friends world-wide offeirtcongratula-
tions to Kimmo on his sixtieth birthday, wishing him many pperous years
to come.
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Left: Opponent Lauri Karttunen. Center: Custos Fred Kaolss
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level phonological rules”, in Mary Dalrymple, Ronald Kapld_auri Kart-
tunen, Kimmo Koskenniemi, Sami Shaio & Michael Wescoat (ettols for
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451-465. Pisa: Giardini Editori e stampatdinguistica Computazionale VI

1992
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The Very Long Way from Basic

Linguistic Research to Commercially
Successful Language Business: the Case
of Two-Level Morphology

ANTTI ARPPE

1.1 Introduction

In the Nordic countries, Finland has stood out in the numbstast-ups com-
mercializing language technology, as until the late 199@stxally all of
the language technology companies founded in the Nordiatdes were
of Finnish origin. This fledgling Finnish language industrgs strong aca-
demic roots — a majority of the Finnish IT companies that ammarily in-
volved in creating and providing software products basethoguage tech-
nology can trace their origins to individual researchersesearch groups at
Finnish universities. But that is where the similaritieslBoth in the case of
‘older’ companies founded in the 1980s and the ‘second wai/éie 1990s,
the paths and strategies from academic start-ups to conathgfanctioning
corporations have varied substantially. With time, soméebe companies
have found for themselves clear, profitable niches, but foers the quest
still continues. Nevertheless, a major international kite@ugh for a Finnish
language engineering company is still in waiting. (Arpp&20

From research concerning new technology-based startupgénerally
known that success is very difficult to predict. A commonlgeted maxim
is that out of the twenty start-ups that a venture capitadigsts in, nineteen
will at their best barely make even, whereas typically onbirggle start-up

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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will turn out to be the success story that covers the losséseobthers. Even
though one can do one’s utmost to create an atmosphere wiliictoster
success, one cannot nevertheless control all the extexcialr$ in the oper-
ative environment, e.g. competitors’ actions, nationatrmaconomic devel-
opments, or changes in potential customer expectationgharh the success
of any company ultimately hinges. (summarized in Naumar@€2p

This very same unpredictability and intrinsic riskiness ba said to apply
to scientific enterprise. The purpose of this article is tscdde how very
long, unexpected and winding paths the advancement ofcesamd business
can follow by using as a case example the road from basicitiguesearch
to Kimmo Koskenniemi’s dissertation (1983) introducing tivo-level model
(TWOL), a milestone in computational linguistics, and het on to the final
successful commercialization of this model.

1.2 The scientific roots and infant steps of two-level morphogy

As Karttunen and Beesley (this volume) outline the indiadwists and turns
that led to the presentation of two-level morphology by KimKoskenniemi
in 1983, these developments will not be discussed in depthignarticle.
What is worth noting, however, is that the roots of this, sndssence a com-
putational theory are commonly seen to trace back to thergistd of general
linguistics, namely to the generative model of the phoniclalgstructure of
English by Chomsky and Halle in 1968. This seminal work wast®own
part a product of a discussion concerning the general magleli phonetic
and phonological structure of any language based on sonugp gifobinary
distinctive features, initiated by Jakobson, Fant & Halld 952.

In conjunction with presenting his theoretical model, Keskiemi also
demonstrated that his approach worked in practice for &t leae natural
language by implementing the model for Finnish, which wasdhgin of a
software program that was to be later commonly known as FIKDDVAHow-
ever, there were theoretical doubts as to the general aplty, efficiency
and robustness of the two-level model for any given langRifehie et al.
1992: 13-39). For instance, Barton (1986) demonstratddsthiaguistic de-
scription according to the two-level model could in its wocase turn out
to be NP-hard. In response to this critique, Koskenniemi@ndrch (1988)
argued thahaturallanguages did not exhibit the types of complexity or long-
range dependencies which would lead to such computationgblexity. For
instance, the number of dependencies which were simulteshem effect
over the entire length of orthographical words (and whichuldahus be a
cause of complexity in two-level models) was at its maximwma in natural
languages, say vowel harmony in Turkish.

Despite this on-going theoretical debate, researchertgdtquite rapidly
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after Koskenniemi’s dissertation to apply the two-leveldabwith varying
degrees of comprehensiveness for the morphological geiseriof different
languages. At the University of Helsinki alone, Finnish i@owed by two-
level models for Swedish (Blaberg 1984), Swahili (devetbpe1985-89",
documented in Hurskainen 1992), Akkadian (Kataja & Koskenm 1988),
French (Norberg 1988), Russian (developed in 1988-f980cumented in
Vilkki 1997, 2005), and English (developed in 1989-1§9@ocumented in
Heikkila 1991 and Smeaton, Voutilainen & Sheridan 1990).this manner,
too, the two-level model was demonstrated to work in practar a wide
range of typologically divergent languages with respet¢h&r morphology,
whether these languages were predominantly suffixing xamgfor infixing,
or agglutinative or flexional, or long dead or fully alive.

1.3 The commercial potential of the two-level model

The two-level model had obvious practical uses which hadtgremmercial
potential in conjunction with software programs for texb@essing and stor-
age, especially for any European language other than BEngliee morphol-
ogy of contemporary English is close to non-existent, andpaund words
are not written together. Therefore, in the case of Engéghthe major chal-
lenge in developing a spell-checker for a word processoovs to compile
and compress a comprehensive list of words in the vocahaanyeologisms
are constructed or introduced via borrowing, not only froatih, Greek and
French, but from practically any language of the world thegifpens to have a
suitable word, e.gombudsmaifrom Swedish andaunafrom Finnish. What-
ever inflection remains can be taken care of with a very licdh#et of trunca-
tion or rewrite rules, e.g. removing the plural marksirom nouns. Likewise,
one need not worry extensively on how to cope with inflectechior how to
separate a compound word into its components in the deveopof search
or indexing functionalities for English text data bases.

Contrary to English, most other European languages empilbgction,
often likened to performing the function of prepositionsEnglish, though
inflection is by no means limited to this grammatical funatitt is essential
to understand that inflection is more than just a matter offrepohe affix after
another to base forms, as the root lexeme and the morphenoéseatito it,
in their theoretical, idealized forms, interact with eathes, so that the ortho-
graphical surface form, i.e. the spelling of an individuadtror a morpheme

1pPersonal communication 11.4.2005 from Arvi Hurskainen

2personal communication 11.4.2005 from Liisa Vilkki

3personal communication 11.4.2005 from Atro Voutilainen

4N.B. Many of the two-levels models mentioned here have babatantially developed fur-
ther since these initial versions and their documentatia.the ones for Finnish, Swahili, Rus-
sian and English.
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always depends on the entire morphological structure ofilacted word.

In further contrast to English, common neologisms in mamepbEuropean
languages are to a great extent constructed by using pieeuecechanisms
such as combining existing words in the vocabulary or byva¢ion, rather

than by borrowing. Therefore, in order to perform spell-aitieg or indexing

in inflecting languages, truncation is simply of no pradticse. The example
below providing several morphological constructions blase the Finnish

word vesi‘water’ illustrates this perfectly’

vesi+SG(Singular)+NOM(Nominative):vesi 'water’
vesi+SG+GEN(Genitive):veden 'of water’
vesi+SG+ESS(Essive):vetena 'as water’
vesi+DN-NEN(Nominal Derivation withnen:vetinen 'watery’
vesi+DN-STO+SG+NOM:vesisto 'water system (group of weter
vesi+SG+NOM#pula+SG+NOM:vesipula 'shortage of water’
vesi+SG+GEN#tarve+SG+NOM:vedentarve 'need of water’
vuoro+SG+NOM#vesi+SG+NOM:vuorovesi 'tide (water)’

Thus, to quantify the nature and magnitude of the challeaged in de-
veloping language tools for languages other than Englise.g. Finnish one
can theoretically in the case of the open word classes earistome 2,000
differentinflected forms for every noun, 6,000 for everyeatijve, and 20,000
for every verb®

Should one want to enumerate all the possible inflected fofirsay the
100,000 most common and frequent Finnish words of these (@pkécting)
word classes, assuming a distribution as observed in n@espext,’ the
theoretical sum total would exceed well over 300 million désrms. Even

SNotation: MORPHOLOGICAL STRUCTURE:SURFACE FORM; where’ ‘denotes a
morpheme boundary, and ‘# denotes a compound boundary

6The exact number of morphologically constructible formsfien calculated as 1,872 for
Finnish nouns (2 numbers X 13 cases X 6 possessives X 1yl over 20,000 for Finnish
verbs, the latter figure depending on how participle fornescunted in the figure ([530 finite
forms + 320 infinitives] X 12 clitics + 5 participles X 1,872)he number of so-called core forms,
ignoring clitics, is considerably smaller. Of all of theserfis, only a fraction can be observed in
even very large corpora of millions of words (personal obstons of the author in context of
this and earlier work)

This distribution is based on two month’s worth of Helsin§ianomat, Finland’s major daily
newspaper (January and February 1995), available at timésRitext bank (Helsingin Sanomat
1995) and automatically morphologically analyzed with Ehenctional Dependency parser for
Finnish (FI-FDG) developed by Connexor (Tapanainen & Jéemnwil997). Selecting the base
forms in this corpus of approximately 3.2 million unambigsly analyzed running words, all
these different inflected forms were found to representé2common or proper nouns, 12,005
adjectives and 6,641 verbs. On the basis of this, a roughldlison into 86% nouns, 9% adjec-
tives and 5% verbs was established.

886,000 nouns X 2,000 + 9,000 adjectives X 6,000 + 5,000 ver@8 800 = 172M+54M+
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with the best compression algorithms there would be no goititying to
generate and list all these forms.

A morphological analyzer program developed according éotio-level
model can provide the base form for any inflected word, as &miipis word
can be constructed using the root lexemes and the morplealagies con-
cerning compounding, derivation and inflection. With theaene prerequi-
sites, such an analyzer can also provide the componentsyatanpound
word. Furthermore, if a word can be analyzed, provided thatricorporated
model is an accurate representation of the orthographichi@orphological
rules and norms of a language, this will mean that such a woodirectly
spelled —in the language in question, that is. Thereforgpdével model can
be used as a basis for the significant improvement of speltidhg and in-
dexing tools for languages with extensive inflection, d&ion or compound-
ing. In the case of spell-checking, one needs only to incthdeoot lexeme
and its inflectional category in the lexicon in order to rewiag not only all
the inflected and derived forms of the root but also all thepoumd words in
which it might be used. In the case of indexing and searchcan@ccurately
retrieve all the occurrences of both the inflected forms cdiselform and its
occurrences as a component of compound words, which is nzs®sevould
have been practically impossible or useless with the usein€ation or wild-
cards. For example, with the two-level model for Finnisle, tather complex
but actually observed compound worditoskirjatydnohjausajanvarauslista
ie.

vaittda+DV-OS+SG+NOM#kirja+SG+NOM#...

...ty6+SG+GEN#ohjata+DV-US+SG+NOM#...

...aika+SG+GEN#varata+DV-US+SG+NOM#lista+SG+NOM
‘reservation list of guidance times for dissertation waréh be correctly rec-
ognized in all its inflected forms, e.gaitoskirjatyénohjausajanvarauslistal-
lanihan‘surely on my reservation list for ...’, and it can be corhgcetrieved
using any of its components, exgiitoskirja‘dissertation’ oraika ‘time’ The
detection of compound boundaries can also be used to impsgleenation,
as some valid hyphenation borders cannot be detected satetyrding to
character-based rules.

Another commercially interesting property of the two-ler@del lies in
the fact that the model can intrinsically be operated in lofitbctions, i.e. in
addition to analysis it can also be used to generate any &dilepnorpho-
logical form or combination of a root lexemes according te ithcorporated
linguistic rules. In languages with extensive morpholddis feature turns
out to be very useful in the generation of suggestions foremions of mis-
spelled words, as these correct forms cannot be comprelegnshumerated

100M = 326M word forms
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due to the reasons presented above.

The very embodiments of this bidirectional nature of the-texel model
are so-called inflecting thesauri, which combine the seimamantent of a
synonym dictionary or thesaurus with a two-level morphaagmodel for
the appropriate language. In these linguistic tools, gledian inflected form
as input, the analytical capability of the two-level modefirst used to re-
trieve both the base form and the associated morphologatal dhen, the
base form is used to retrieve the appropriate synonymsliitize gener-
ative capability is coupled with the original morpholodieaalysis data to
provide the synonyms of the originally input word in the niaihg morpho-
logical forms.

Nevertheless, one must remember that the two-level modelttse first
place a morphological, i.e. structural, rather than a s¢éimarodel, and was
originally used for linguistic analysis and recognition hich case the in-
put language is assumed to be orthographically corrects,Time recogni-
tion of a word does not mean that the recognized word is nadgsa good
one in the given context or that it semantically makes angeenit simply
means that the word is morphologically possible. All tocafthe typos of
very common words can be given such a theoretically posbilti@musing
interpretation, e.gtko#mission‘cow mission’ instead okommissioricom-
mission’, or*vis#te‘song tee’ instead ofisste’knew’ in Swedish. Likewise,
whereas it is very satisfactory both as an end-user and asetoger of a
spell-checker to receivgelitiede‘linguistics’ as the only and correct sugges-
tion for the typo*kielittiede, this is not the case for a slightly different typo,
*Kkielitide, where one has to sift through six other alternatives,kigli#taide
‘language/tongue art?kieli#tilde ‘tongue tilde’, ?kieli#nide‘language vol-
ume’, ?kieli#kide ‘language crystal’ ?kieli#side‘language/tongue tie’, and
?kieli#tie‘language road’, which are either odd or utterly jibberish.

However, rising above these undesirable side-effectsrebden the de-
velopment of practical linguistic software, the genematide of a two-level
model can be seen from the perspective of general linguistimry as a mani-
festation of the semantic potential of the morphologicatesn of a language
that it describes, and its misgivings demonstrate howe Igflthis space a lan-
guage actually uses. Restricting this undesirably exeesgird form genera-
tion, derivation and compounding without crippling thetsys's openness is
the major challenge in developing spell-checkers, andiafxting thesauri,
based on the two-level model. Discussions concerning thetipal extent of
this inflectional generality as observed in the developméiriflecting the-
sauri for the Scandinavian languages can be found in Arppé 2000 and
Arppe 2001.
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1.4 The winding path of commercialization

The two-level model for Finnish attracted rapidly the ietgtrof the industry,
and Finnish and foreign companies wanted to study, testethessoftware
for various purposes either as such or desired some formditi@ubl devel-
opment. This generated a number of commissioned joint giojehich em-
ployed many researchers at the Department of General Lstigsifrom time
to time. In the 1980s, however, organizing and managing soechmercial
projects under the auspices of Finnish universities, evarsenall scale, was
a novel activity, and in contrast to the present there weee &ss well estab-
lished forms for it. Furthermore, the general mood in thenish academia at
the time was that research and business did not mix well, lEisdvas also
the conclusion of Koskenniemi and his collaborator, Frediséan, who as
head of the Department had to balance the goals and needthahledasic
academic research and teaching activities and the comahprojects at the
Department. Therefore, they decided to move these comatacivities to
a private company, Lingsoft, which they founded in 1986 ¢(seeuttila 2006
for a detailed description and analysis of the views and vatitins of the
various actors involved at the Department).

For the rest of the 1980s and the early 1990s, this move appeaave
had rather an organizational than an economic effect. Resei® who ear-
lier would have worked in the commercial projects at the Dapant sim-
ply continued the same activities at Lingsoft. Koskenni¢moik care of the
necessary administrative duties as a part-time managfegtdr while con-
tinuing as a full-time senior researcher at the Departnigrg.company had
no permanent employees nor did it engage in aggressive tiraykectivi-
ties, and people were employed on a case-by-case basisentordomplete
some externally commissioned project, or to pursue sonearels interest
of Koskenniemi or Karlsson, which could be financed from thafifs of the
commercial projects. Sometimes these noncommissiongelgsdad no di-
rect commercial goal, but would produce resources thataviawh out many
years afterwards to be of great value by facilitating, sm@ging and in some
cases simply making possible some later product developsffents. For in-
stance, as two researchers, Katri Olkinuora and Mari Sioj had compiled
a synonym dictionary for Finnish in 1989-91, the company i have to
source and license or develop from scratch this resource \itheas nec-
essary in order to develop a Finnish inflecting dictionany Néicrosoft in
1995-6.

During this initial, project-driven phase of Lingsoft, th@nual turnover
of the company hovered on the average at just below one hdtidoeisand
euros. However, at the same time the company succeededsimglsome
individual deals, which by themselves even exceeded theageeannual
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turnover. The most important of such deals was the licensirtge Finnish

spell-checker and hyphenator to WordPerdfect in 1988, a@drinnish base
form indexing as part of the article data base of Helsinginddaat, Finland’s
largest daily newspaper, in 1992.

In 1992, the persevering efforts at the Department to tumpdational
linguistics into its own independent discipline bore fruas the chair of
computational linguistics (renamed language technolody®©9) was estab-
lished permanently at the University of Helsinki, with Keskiemi as its first
holder. It was then that a slow transformation into a comimaécompany op-
erating in the traditionally understood sense began atddfigwhich was
marked by the hiring of the first permanent employee, Kristedén, as the
managing director. The company embarked on its first majdirielogical
development project, undertaken entirely by the company,der to develop
a two-level model for German. This project culminated in489the overall
victory of the first German Morpholympics (Hausser 1996 )pmpetition on
developing an efficient and comprehensive morphologicalyaer for Ger-
man in which Lingsoft with its GERTWOL (Koskenniemi & Haapalen
1994) was the only commercial and non-German participant.

However, this victory did not immediately produce economgeturns
which had been invested in it, as one might have expectedilmsthe size
of the German market and the enthusiastic commercial recegtperienced
earlier with regards to FINTWOL. Other external developtsemere also
presenting rising challenges for the company. Lingsoftreglstanding part-
ner and customer of proofing todls WordPerfect, was increasingly losing
market share in its main business of word-processors todgddt, which
could leverage its dominance in the operating systems rhadvkerosoft, on
the other hand, already had an existing licensing deal fitsgiroofing tools
for all the major European languages with If€pwhich had transformed
from the spin-off software division of the American pubkstHoughton Mif-
flin into the major player in the language industry in theiead990s. Though
Inso’s proofing tools were in essence word-list-basedofatg the English
model as presented above, Microsoft was apparently undsuffioient cus-
tomer pressure to change its subcontractor in 1994-5.

9The term Proofing Tools has become to denote not only teifieation programs such as
spell-checkers and grammar-checkers also hyphenatorthesaluri, i.e. synonym dictionaries,
mainly as a result of the influence of the major licensors eséhtools, firstly WordPerfect and
later Microsoft.

10The company in question has operated under several compangsy first as InfoSoft In-
ternational Incorporated 1994-1995, then as Inso Corjporadt995-2000, and finally as eBT
International 2000-, being liquidated in 2001. In 1998 tbenpany, then as Inso, sold off its en-
tire linguistic tool business, including customer relagbips and contracts, to Lernout&Hauspie,
itself now also defunct.

11personal communications in October 1994 and 14.11.199% Tavja Tiirikainen, Program
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Therefore, from Lingsoft’s perspective Microsoft seenele a lost cause
at that time, and the only available path to generate revefroen proof-
ing tools would be to aim directly at each national end-userket. On
the other hand, it appeared that the window for proofing taslsndepen-
dently marketed software was closing, based on the corpaetitalysis of
e.g. Kielikone, another Finnish language technology 4tprtwhich seemed
to have been shifting its marketing and development focusyavorfo, its
reputed stand-alone spell-checker for Finnish, to eleatrdictionaries. De-
spite some initial distaste to ‘annoying squiggly red linegarking typos,
later developments have shown that proofing tools indeed hawed into
the deeply embedded and enabling components of other seffwagrams
(EUROMAP 1998: 17-20), the functionality and quality of whiare only
indirectly visible to the end-users of the parent applmadi such as word-
processors. In conjunction, the structure of the supplyndioa proofing tools
has developed into a true niche-channel supplier modeh Wiigsoft and
other small language technology companies in the role dienguppliers,
and Microsoft and other international IT giants as the cless(EUROMAP
1998: 47-56).

Though Microsoft was thus not overtly interested in rel&iag its proof-
ing tools, it was interested in localizing AnswerWizardpaibn of a natural
language database query system with a help database, aalkean on hav-
ing this work undertaken by a company with linguistic teclogacal compe-
tence. Lingsoft was obviously such a company, with dematetrexperience
in a variety of languages. However, the range of languadgeseaf to Ling-
soft were not only those in which the company had previouse&pce of its
own or through partnerships, such as Swedish and Danish|dnilanguages
with which the company had no real previous competence, asdlorwe-
gian, Dutch and Spanish. Nevertheless, Lingsoft succeiedeegotiating in
1995 a deal covering the localization of AnswerWizard fdradlthe men-
tioned languages. Even more importantly, Lingsoft alssfetl Microsoft's
quality and other requirements, as the project was renemigdthe addition
of Finnish, Russian, Czech and Polish, on several occasinti2000.

Not only was the AnswerWizard project instrumental in pdiwg Ling-
soft desperately needed financial stability in 1995-1986bly demonstrat-
ing the company’s capability to undertake such a demanditgcamplex
multliingual project it also put Lingsoft in a favorable pii@en when Mi-
crosoft finally, and in fact quite soon, did decide to recdasits proofing
tool licensing relationships. Thus, Lingsoft had the fudtgage of sufficient
financing, right contacts, and good track record, in additmits birthright
of state-of-the-art linguistic technology, in order to kdested in 1996 out

manager for proofing tools at Microsoft.
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of three competitors as Microsoft’s new subcontractor ffigr Einnish spell-
checker, hyphenator and thesaurus, which relationshigdaft has retained
with Microsoft ever since. It is a tribute to Koskenniemiisduistic skills to
note that the linguistic description of Finnish incorpeby him in FINT-
WOL was to a very large extent used in its original form in th@soofing
tools licensed to Microsoft, and this still continues to leeywmuch the case,
even after over twenty years of their original inception.

After this suite of Finnish proofing tools, Lingsoft went arlicense to Mi-
crosoft the Swedish inflecting thesaurus in 1996, the Swaestiell-checker
and hyphenator and the Norwegian (bokmal) and Danish iifigthesauri
in 1997, and the German spell-checker, hyphenator and fimigethesaurus,
and the Norwegian (both bokmal and nynorsk) spell-checiadshyphen-
ators and the Danish spell-checker and hyphenator in 199&ddlition to
these proofing tools based essentially on the two-level inadesoft also
succeeded in developing in 1997-1998 and licensing to Mafta Swedish
grammar-checker (Arppe 2000, Birn 2000), the first of itsdkiwhich was
based on the Constraint Grammar formalism originally pres by Fred
Karlsson (1990), and realized and further developed by tegeRch Unit
for Multilingual Language Technology (RUMLAT) (Karlssokputilainen,
Heikkila & Anttila 1995). This product development procesas success-
fully duplicated for Finnish, Danish and Norwegian (bokinahnd licensed
to Microsoft in 2000-2001. In association with these susftdgontracts, the
number of personnel and the turnover of the company stastgtbiv as pre-
sented in Table 1.

1.5 Factors which influenced the commercialization process

From the introduction of the two-level model in Koskenni&ndissertation in
1983 it took over ten years to transform this theory into adgyecommercial
income flow of over one million euros in 1996, if measured ime of Ling-
soft’s annual turnover presented in Table 1. With the bepéfiindsight one
can consider whether it would have been possible to significaccelerate
this process of technology transfer and commercialization

The basic building blocks used by Lingsoft in its proofingle.g. the
two-level models for Finnish and Swedish, had been extehsileveloped by
1990, which is demonstrated by the licensing deal of a Finsill-checker
to WordPerfect as early as in 1988. The inhibiting factorsenessentially
technical in nature and intrinsic to the initial developrmand implementa-
tion of the two-level model. At the University of Helsinki,dskenniemi had
at his disposal the best and most advanced computer fesilitiailable to
anyone in Finland, which already by the beginning of the Ea&8ed multi-
programming operating systems with virtual memory. As a gonent of a
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FIGURE 1 Lingsoft’s turnover and personnel 1992-2005.

Year Turnover Personnel
1992 0.4 MFIM (0.06 M€) | 2
1993 1.3MFIM (0.22 M€) | 5
1994 1.4 MFIM (0.23 M€) | 6
1995 4 MFIM (0.7 M€) 7
1996 6 MFIM (1.0 M€) 10
1997 8 MFIM (1.3 M€) 16
1998 13 MFIM (2.2 M€) 20
1999 8 MFIM (1.3 M€) 25
2000 (15 months) 17 MFIM (2.8 M€) 30
2001 1.2 M€ 60
2002 0.15 M€ 10
2003 (Pasanet mergef)0.25 M€ 4
2004 (estimate) 0.08 ME 10
2005 (estimate) 1.9 Me 15

functioning computer program, the obvious data structui@which the two-
level model could be transformed was a single finite-stateraaton, which
in the case of the original FINTWOL consumed several hundiletytes of
memory, competing with the memory needs of other applioatid his had
not been a problem in the computing facilities at the unitgrslowever, in
the realm of personal computers which were the source of aniad po-
tential for general software programs, as Microsoft's M&®and Windows
operating systems had gained a dominant position by thebiegj of 1990s,
operating systems that in practice allowed for running ipl@tapplications
concurrently, with genuinely flexible and sufficient virtumemory, were to
spread broadly on the general consumer market only withrttteduction
of the Windows95 in 1995. In principle, it would have beengibke to hack
a solution to make two-level models (of the full-fledged sieeessary for
e.g. spell-checking) work with the memaory constraints afieaapplications
and operating systems — certainly the existence of Kieil®Morfo spell-
checker was a practical proof of its feasibility — but witle thmited personnel
resources at the disposal of the company it was simply natidered worth
all the effort, as the inevitable arrival of Windows95 wasrmor less certain
for several years before its eventual launthAt the time, these arguments
seemed from the perspective of Lingsoft's marketing perebsome sort of

12personal communications with Pasi Ryhanen in 18.3.2005 Miiko Silvonen on
18.3.2005, who were both senior software engineers andipro@velopment managers at Ling-
soft throughout the 1990s.
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unfounded resistance or reluctance of the software degedpput now it is
quite clear that in 1994 or even in 1993 the necessary dewelnpinvest-
ments would not have been offset by any potential benefitsaasdciated
incomes in the year or two by which Windows95 had effectivelglaced
earlier PC operating systems.

Even without this intrinsic technical restriction on theegd of linguis-
tic tools exploiting two-level models, the embedded natfrproofing tools
had the logical consequence that no proofing nor other plinglyistic tools
would have had any commercially interesting market pot¢rtefore the
spread of word-processors or text data bases, which hagleseribed as the
product adoption hierarchy of linguistic tools (Arppe 1895995b). Without
software programs that enabled the electronic authoringxafthere would
hardly have been any commercial need for software prograrsgell-check
such texts. Even more fundamentally, electronic text aityaools could
become general household consumer tools only with sprepersbnal com-
puters, which started in earnest with the introduction dfligfirst PCs in the
early 1980s — at the very same time that the two-level modslawaceived
of in the first place. Therefore, it is difficult to see how pfiag tools which
capitalized on the rule-based, open nature of the two-leael, allowing
for a crucial improvement when compared with the precedstgased so-
lutions, could in practice have been successfully comrabreid essentially
earlier than how the events folded out in practice.

1.6 Conclusions on the nature of scientific and commercial
advancement

In conclusion, Koskenniemi’s two-level model in 1983 wasragtical com-
putational solution to originally linguistic research gtiens and subsequent
discussion which can be traced as far back as 1968, and exlear.€2n its
own part, the commercialization process of the two-levetielavas greatly
dependent on developments in the external IT businessoemagnt. The in-
troduction of the first personal computers in the early 1980d then the
spread of word-processors and text data bases in the la@s 188e oblig-
atory prerequisites for the emergence of a need for lingysbofing tools.
The break-through of such solutions based on the two-lewelahwas fur-
ther dependent on the large-scale spread of 32-bit opgraystems starting
in the mid 1990s.

With the help of these external developments and as a refsallttbe de-
velopment work at Lingsoft in 1986-2001, the company bechltiteosoft’s
subcontractor of proofing tools for all the major Nordic laages and Ger-
man. Despite severe difficulties experienced by the compa2p01-2004
(see Knuuttila 2006 and Arppe 2002), finally relieved by a geerwith
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Pasanet, a translation and localization company basedrkuTthese con-
tracts have all been renewed again in 2004, and in retrogpecfing tools
can clearly be seen to have in practice been for Lingsoft il®tore techno-
logical competence and its main source of income over itseeakistence.
Thus, Finnish language technology, based on the two-lewelainand the
constraint grammar formalism, is now used by tens of miliof people in
the Nordic and German-speaking countries, which can beidemrsl a ma-
jor success for the Finnish IT industry, and even more so HerRinnish
language technology community. In this, Kimmo Koskenniéas played a
central role.

In order for all this to be possible we can see an overall afaicoemental
individual advances in basic research spanning over ded@tades from the
1950s to the 1990s. Itis clear that the present, but by no sfesal scientific
and commercial outcomes could not have been predicted emdieted at the
outset. The history leading to and proceeding on from thelewel model
is an outstanding example of how scientific research canyaedignificant
commercial benefits, when it is allow to proceed in a free grehananner,
and is not constrained by any short-term interests whatsoev
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Inducing a Morphological Transducer

from Inflectional Paradigms
LAURI CARLSON

A traditional way to represent the morphology of inflectiblaamguages is
throughparadigms This paper presents an idea and a program to induce a
nondeterministic morphological transducer from tragitibstyle paradigm
sets.

2.1 Paradigm morphology

A traditional way to represent the morphology of inflectiblamguages is
throughparadigmsA paradigm (the Greek word for example) is a list or table
of inflectional forms of an example word, representing a giwdlectional
class. The table is indexed by grammatical tags, and thesitarthe table
cells are inflected forms. In linguistic morphology, thigpapach is known as
the WP (Word and Paradigm) model.

Ideally, to find a given form of a new member of the same clases,sub-
stitutes the inflectional stem of the new word in place of ttensof the
paradigm word and reads off the resulting form. In grammatesnided for
human consumption, the relation between the paradigm aneresenta-
tives may be subject to simple morphophonological rulesetones left for
the human user to figure out.

Compared to concatenative (IA, ltem and Arrangement) malggy, the
WP model differs by just listing the forms, without breakihgm up into cor-
respondences between individual tags and morphs. Fontestthe paradigm
of Latin singular nominative noun likeervusonly tells that the genitive plural
is servorum Compared to rule (IP, Item and Process) morphology, theeeor

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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spondences do not go down to segment level, so there is nicieigelatment
of morphophonology.

Paradigms in a WP morphology can be identified by arbitragls (de-
clension or conjugation number) or by a set of thematic forhich suffice
to identify the paradigm. For instance, Latin venmobelongs to first conju-
gation, identified by the thematic form serg®0, amavi, amatum, amare

2.2 Inflectional morphology

murf is a small Prolog program intended to induce from traditicstgle

paradigm sets a morphological transducer which (1) progltioe forms in
the paradigms, (2) does not produce any forms either explai implicitly

excluded from the paradigms, and (3) generalises commdurésaof the
paradigms, reducing redundancy in the paradigms.

The initial idea was quite simplenurf reads in forms in a set of tagged
forms, trying to place each form in a two-tape finite statevoek, maximis-
ing the match of the new form in the existing network. The newnnf is
matched with the existing network at both ends of the net. Actmavhich
leaves the least unmatched residue is chosen, and the gnssinis added
into the net as a new arc.

Given, for instance, a paradigm

Form Tagging

talossa talo 1 N SG INE
taloissa talo 1 N SG INE

talona talo 1 N SG ESS

murf correctly infers that the plural essive formtégoina

O: talo talo 1 N 4
4 SG 5

5 ssa INE 1.

5 na ESS 1.
41 PL5
5

(The number following the base form identifies the base as mbee of a
given paradigm. The numbering follows thatdykysuomen sanakirjic-
tionary of Contemporary Finnish). As the net showsyrf is able to infer
a segmentation of the forms into morphs and tags the morpgireppately.
As a side effect of entering the attested form in the netwoeky, unattested
forms may get generated through re-entrances in the nésu@dl forms side
effects.

The initial idea has gone through a number of refinementsttucafamil-
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iar morphological phenomena in real data. They inclomephotax, comple-
mentary distribution, free variation, blocking, defeetiparadigmsand pro-
ductivity.

2.2.1 Morphotax

Morphotaxconcerns the admissible orders of tags in a well-formed widnd
heuristicsmurf follows here is that a proposed match of a new word is not
allowed to produce unattested taggings.

To guarantee thatnurf first forms a separate one-tape morphotax net-
work of the taggings it has encountered. When a new form isidened for
entry at a given place of the net, its side effects are firstkbe for morpho-
tax.

2.2.2 Complementary distribution

Complementary distributiois present when any given tagging is realised by
just one form, although tags occurring in it have more thaa allomorph.
For instance, Finnish partitive endings andA are in complementary distri-
bution, the former occurs after heavy syllables and thedaifter light ones.
Identically tagged forms arfeee variantsmurf implements complementary
distribution by preventing production of free variants asde effect of inser-
tion.

2.2.3 Free variation

To allow genuine free variation to get past the complemgndéstribution

check, it suffices to tag the variants as different. For imsa Finnish third
person possessive suffix has two foms# andVn which are in free variation
after light open syllables. They are tagged as P3/A and Rpertively. If

desired, the distinguishing tags can be merged afterward.

2.2.4 Blocking

Blockingrefers to the phenomenon that a lexicalised exception tgalae
rule blocks a productive, regular rule. For instance, Ehmiominative plural
istalot , nottaloi , as one might be led to expect from the previous data.
murf accounts for blocking in the following way. When a paradigmead

in, all forms in it are put on a waiting list. Whenever a forniriserted, forms

on the waiting list are checked for blocking. An insertiom allowed if it
would produce a side effect blocked by a form on the waitisg li

2.2.5 Defective paradigms

Some paradigms ardefectivein that some forms are missing from an ex-
pected cross classification. For instance, Finnish coivitand instructive
(instrumental) cases only have one number (plural). Fromrabinatorial
point of view, case and number form in these casg®@manteaumorph
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instead of two independent morphs. A straightforward wasecbrding this
gap in distribution is to make the tag combinat®h_COMa tag on its own.
Again, the tag can be normalised afterward if needed..

Another distributional gap is that nouns do not occur in dativie plural
without possessive suffix (adjectives do). To record sugisgaurf allows
defining, alongside the networks of legitimate forms, safganetworks for
exceptions. For instance, entry

*- - N PL_COM
disallows nouns ending in plural comitative.

2.2.6 Productivity

Productivityrefers to the fact that certain forms generalise by defautietv
words, while others are restricted to a closed set of foritss(fact is one of
the main motivations of paradigm morphology in the first pla&or instance,
Finnish nominals have productive vowel stems and less mtadiconsonant
stems. A new base form likgokemorwill automatically go in the productive
wovel stem paradignmurf allows marking a variant as a nonproductive one
as follows:

tienoisiin tienoo 24 N PL ILL

tienoihin tienoo 24 N PL_ILL/h!
tienoiden tienoo 24 N PL GEN
tienoitten tienoo 24 N PL_GEN/t!

Nonproductive variants marked with ! will not be generalismto
paradigms where they have not been specifically licensedt&éstad forms.

2.3 Derivational morphology

Derivational morphology allows concatenating base foromiog from dif-
ferent paradigms. A derivational affix may be specific (astp#o part of
speech. For instance, Finnish abessive adjective sfix produces an ad-
jective out of a noun.

murf allows constraining derivational endings with a catedaiiammar
style tag formaX\Y

onneton onni 8 N tOn N\A 57 A SG NOM

This constraingOn to combine with nouns and produce adjectives. (For-
mally, X\Y is analogous to a portmanteau tag discussed above in thaat-it
strains variation at a point in the net.)

2.4 Theory and implementation

Roughly, the idea behinthurf is to look for a minimal nondeterministic
acyclic transducer which produces all of the forms on a listegitimate
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tagged word forms, none of the forms on a list of illicit fornasid produces
each legitimate tagging just once. (Free variation is heshtlly tagging free
variants as different and erasing the differences aftehydarhe size of the
machine is measured by the numbers of states and arcs arahtjitk bf the
labels on the arcs.

Finding a minimal nondeterministic network for a list of fiog is a NP
complete problem, Tamm (2004). Furthermore, it is not ikl have a
unique solution. There may be more than one minimal macloinarfy given
set of forms, with different side effects.

As stated, the problem is independent of the order of thesitemthe
list(s).murf , on the other hand, is order dependent. Its task is to finddich e
form on the list the smallest extension of the network builfa which pro-
duces at least that form, under the same constraints asbétoe algorithm
is roughly this:
= take a form from list
= while possible

= find a new minimal arc which generates the form in the network

= check the arc against constraints on list and net

= compare the arc to the best find so far
= insert the best arc in network

In murf , "smallest extension" is measured in terms of the lengtthef t
infix arc. murf now actually goes through all minimal infixes which produce
the string, testing them against the list and against thear&tfor duplicates,
and choosing the shortest among them. This can take longubethere may
be many minimal infixes, and each infix may produce many forimisiwmust
be compared to the list as well as to the net for duplicates riiinimal infixes
depend on the form, so they are computed again for each form.

2.5 Experiments

murf has been tested with Finnish nominal and verb paradigmseTdre
ca 80 nominal and 50 verb paradigms respectively, in thesifieastion of
the Dictionary of Contemporary Finnish (original editioit) an initial test,
a set of 80 noun paradigms producing around 20,000 formsaptsctinto
a nondeterministic transducer with around 600 states af@Dlarcs, almost
1,000 of which were epsilon arcs. Only correct forms get poad.

The largest run so far took 34 hours wallclock time. It loadetaining
set of about 5,000 word forms to produce a nondeterminigteork for
about 140 word paradigms, among them all examples of thenadrimflec-
tion paradigms listed at front of the Dictionary of Contermgry Finnish,
including rare and obsolete patterns. A total of 463,282dW4orms get gen-
erated from a network of 564 states and 1,647 arcs.
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The size of the C runtimmphis about 90 kilobytes and runs through the
forms in about 4.3 seconds, more than 100 words per millisgiclh stores
about 100 words per state, about 5 words per byte.

With little space/time optimisation done imurf so far, adding new
paradigms gets slow toward the end of the process. Therekafg to be
ways to makenurf more time efficient by caching or reordering tasks.

Many forms appear to produce the same illegal side effectsedms to
pay to cache recurrent illegal forms: in a recent test ru@,rtm time went
down three fourths as a result.

2.6 Adding new forms to existing paradigms

Adding new words to existing paradigms can be made fastee dhe
paradigm is in. The original idea ofiurf was precisely to implement this
insight of the WP model. Thanks to the organisation of thevodt, new
words only need to be given a few thematic forms for the woigkttle in the
right places in the network, and produce the predictabla$as side effects.

2.7 Guessing forms

It is also possible to use the net to guess the paradigms aiowrkwords on
the basis of thematic forms.

2.8 A runtime morphology analyser/generator in C

The network defined bynurf can be dumped in the form of a C language
string lookup table indexed by a one character lookaheathyA(250 lines,
50K) C runtime parser/generataph does lookup from the table at the rate
of 100 words per millisecond (raw listing).

2.9 Order sensitivity

murf is sensitive to the order in which forms are presenteid. i regular
paradigms are presented before irregular ones, murf tenolgetrgeneralise,
and subregularities across irregular paradigms may geeaig he best strat-
egy seems to be to start with paradigms which exhibit cemégiilarities
but make significant splits between regular and irregults seendings. In
Finnish nouns, a good strategy proved to be to start withllalsig nouns
in paradigm 404usi 'wolf’, vesi 'water’ ) whose local cases are
regular, while irregular grammatical cases show stem aiiqimy.

2.10 Discussion

There are by now a variety of approaches learning morphdiayy data.
Koskenniemi (1991) considers learning two-level morplapiiogical rules
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from surface alternations. Goldsmith (2000) presents ai$ters and a sta-
tistical evaluation procedure to find a morphological segtaton for a lan-
guage from a raw text corpus. Creutz et al. (2005) carry ttea further and
make an unsupervised morphological segmenter availabtiofenload.

murf , in contrast, belongs to the paradigm of supervised legraigit ex-
pects fully tagged and classified paradigms painstakinglpgred and sorted
by a linguist, restricting itself to the task of convertirigetparadigms into
a less redundant form. From a linguistic point of view, muahde seen to
implement some of the traditional principles of taxonorhicarphemic anal-
ysis.

As a solution of the theoretical minimisation problemurf remains
naive. More robust methods could be found to optimise thesttacer in-
duction task as a purely computational problem. As theyratef andmph
may just about do for generating small scale morphologinalyesers and
generators for restricted natural language tasks.
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The DDI Approach to Morphology

KENNETH W. CHURCH

DDI stands for “Don’t Do It.” White (1980) used the acronym DD a de-
lightful paper on garbage collection. He argued 25 yeardlagiche garbage
collector should be run rarely — perhaps once a year — if aThlt's pretty
much how many of us work these days. We buy enough memory sowe d
have to clean up more than once a week. Rebooting is easiegénbage col-
lecting. As for disks, many of us buy enough to last a couplgeaf's without
cleaning up (too much). And when it comes time to clean up, wesnew
machine with even more disk space.

Cleaning up isn’t much fun. It would be nice if my son cleanpdis room
more often (but then | set a lousy example). Technology is@tproblem or
the solution. Even if | came home with a fancy new tool thatrdiost of the
work, | bet there would still be many things my son would rattle than
clean up his room (if given the choice).

So, what does morphology have to do with garbage collectighite sug-
gests that garbage collecting is harmful. We find that maiqgioal infer-
ences are dangerous. Simple morphological inferencesedier than com-
plex inferences. But even simple inferences are worse thaa.r_ike clean-
ing up, we don’t want to do any more morphology than we absbfutave
to. Most of us would opt for DDI, if given the choice.

There are lots of programs out there that take out the gardnadjdecom-
pose words. Some of these programs work remarkably wellhéomost part.
But, why run such programs, if we don’t have to?

There are obvious morphological patterns that we woulddikecomputer
programs to take advantage of, but there are also many paitpitfalls. All
inferences introduce certain errors, but some infereneesader than others.

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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To err is human, but to really screw things up, you need a coenpu

The argument for morphology comes down to a lack of choicew2o
have to run such programs? It is said that English has rathgoverished
morphology compared to other languages such as, say, RirfPéshaps so.
Thus, we’ll use morphology programs for Finnish (becauseénese to, not
because we want to), but for English, we'll use the DDI methmtause we
can.

However, | wonder if DDI might be an option, even for FinniSuppose
we cached the more frequent words in the dictionary. How bagla the
cache have to be? If space is the problem, is morphology tstesbition, or
are there more effective compression techniques?

3.1 Morphology and the Bell Labs Text-to-Speech (TTS)
Synthesizer

| started working on morphology as part of the Bell Labs texspeech (TTS)
project. | wrote the letter to sound rules. They didn’t wosdeywwell, maybe
80 percent of the words were ok.

I knew the letter-to-sound rules weren't very good. Rathantfix them,
| pushed for the DDI method (dictionary lookup). It wasn’atthard to raise
the funds to buy the rights to a dictionary, but there wasosarpushback on
the memory. It was hard, in those days, to justify an extramégjabyte of
memory.

Dictionary lookup had obvious advantages in terms of pi@ejsompared
to letter-to-sound rules. (Fewer inferences/guessesaterithan more infer-
ences/guesses.) However, to improve recall, the dictjomed to be extended
with (morphological) inferences that are safer than lattesound rules, but
not as safe as DDI (dictionary lookup). In Coker et al. (199 evaluated a
number of inference methods:

= Stress-Neutral Suffixes (including regular inflection)aations = abandon
+ s, abandoning = abandon + ing, abandonment = abandon +Alxatts
= Abbott + s, Abelson = Abel + son.

= Primary-Stress Ending: addressee = address + ee, acciitywtahccount
+ ability, adaptation = adapt + ation.

= ity-Class Ending: abnormality = abnormal + ity, Adomovich = Ada
ovich, Abmbrosian = Ambrose + ian.

= al-Class Ending: accidental = accident + al, combative = cdrmldze.

= Suffix Exchange: nominee = nominateate + ee, Agnano = Agnell-
elli + ano, Bierstade = Bierbaum baum + stadt.

= Prefix: adjoin = ad + join, cardiovascular = cardio + vascubrien =
O’ + brien, Macdonald = Mac + donald.
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= Compound: airfield = air + field, anchorwoman = anchor + won#mn,
dulhussein = Abdul + hussein, Baumgaertner = Baum + gaertner
= Rhyming: Plotsky (from Trotsky), Alifano (from Califano).

Tables 1 and 2 report coverage by token over two data sources:

= 1988 Associated Press (AP) newswire, plus
= alist of names from Donnelley Marketing.

Names are distinguished from non-names (general vocahlacause
names are relatively hard. A high-quality commercial dictiry was used
for general vocabulary. In addition, there was a specigbpse dictionary of
50,000 common American surnames.

Table 2 reports precision by morphological method. A sirjgtige lis-
tened to approximately 100 names in each row and labeled dlsem

= Good: That's how | would have said it.
= OK: | could imagine someone else saying it that way or | dontik.
= Poor: | know that’s wrong.

Don’'t make an error-prone inference if you don’t have to. fE®I (dic-
tionary lookup) is far from perfect. The judge labeled 2 petcof names in
the surname dictionary as “poor.”

If you have to make a morphological inference, focus on saygafe infer-
ences with high precision and recall. The stress-neutss,aahich includes
regular inflection, is simpler than many, but even so, thgg@idbeled 4 per-
cent of them as “poor,” twice as many as DDI.

In addition to morphological inferences, we also evaludatedrhyming
inference, proposed by Byrd and Chodorow (1985). Rhymingsliser than
DDI and conservative morphological processes (such adaemilection),
but safer than aggressive morphology such as compoundorgp@unding
is nearly as risky as letter to sound rules (only 83 percentjoAnd that is
about as bad as it gets.

3.2 Information Retrieval

Information Retrieval was one of the first fields to questioe value of mor-
phological inferences. Do stemmers help retrieval perforoe? See Table
8.1 in Frakes and Baeza-Yates (1992) for a summary of steqiexperi-
ments, many of which failed to find much of a difference in terofi preci-
sion and recall. Salton and Lesk (1968) conclude, “For ndiigsocollections
is the improvement of one method over the other really draamsd that in
practice either procedure might reasonably be used.”

Such a mixed bag of mostly negative results ought to be distgrfor
those of us working in natural language processing. If itagdito show that
something as simple as stemming is helpful, how can we pggagtify our
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TABLE 1 Simple inferences cover much of the Associated Press news.

Inference Ordinary Words Capitalized Words
Method (Non-names) (Names)
Direct Hit (DDI) 75% 70%
Stress Neutral 17% 14%
ity-class 1% 2%
al-class 1% 1%
Rhyme 0% 2%
Prefix 2% 0%
Compound 1% 1%
Combinations 4% 8%
All Dictionary-Based Methods 100% 97%
Letter to Sound Rules 0% 3%

TABLE 2 Simple inferences are relatively reliable (on names in RdgrMarketing
List). Rows are sorted by the “Poor” column.

Method Good OK Poor Coverage
Direct Hit (DDI) 95% 3% 2% 60%
Suffix Exchange 93% 5% 3% 1%
Stress Neutral 91% 6% 4% 25%
Rhyme 88% 8% 4% 2%
ity-Class 91% 3% 6% 1%
al-Class 87% 8% 6% 1%
Compound 83% 3% 14% 2%
All Dictionary-Based Methods 98%
Letter to Sound Rules 2%

interests in more challenging forms of natural languagegssing such as
part of speech tagging, word sense disambiguation andgarsi

In Church (1995), | argued that morphological variants fikestage” and
“hostages” should not be treated as one term, or two, but wbere in be-
tween, perhaps a term and a half. | looked at the distribudfderms across
documents in the AP newswire, as illustrated in Table 3. ;1888 As-
sociated Press Newswire, there were 619 documents thaiamedtboth
“hostage” and “hostages,” 479 documents that mentionetbtineer but not
the latter, 648 that mentioned the latter but not the forraed 78,223 that
mentioned neither. One can measure similarity statistisgt) on such con-
tingency tables. The correlation of documents that mertidihostage” and
documents that mention “hostages” is abéuWeII above 0, but well below
1.

Treating “hostages” and “hostage” as one term makes sensler the
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TABLE 3 Contingency Table (1988 Associated Press Newswire)

hostages = —hostages
hostage 619 479
—hostage 648 78,223

vector space model, if the correlation is 1. Treating thertwasterms would
be appropriate if the correlation were 0. But the correfai®in between.
The mixed bag of results arises, | suspect, because ndithene term sim-
plification, nor the two term simplification, fits the data.the spirit of “do

no harm,” | lean toward DDI (two terms), rather than confldiangs that
shouldn’t be conflated.

There are some very interesting lexical patterns to theselations. Some
words have large correlations with their variants, and sdorét. Nouns and
words with “lots of content” (better keywords for informatti retrieval) tend
to have higher correlations with their variant forms thandtion words and
non-nouns with relatively little meaning.

= large correlations: hostage(s), reactor(s), rebel(®rrgla(s), abortion(s),
delegate(s), drug(s), stock(s), pesticides(s), airtine(

= small correlations: await(s), ground(s), possessior{sast(s), belong-
ing(s), compare(s), direct(s), shield(s), last(s), usfe(

The correlations are remarkably stable over data collestitf a pair has
a large correlation in one corpus, then the correlationddandoe large in
other corpora. In Church (1995), | studied correlationsasf@ations across
five years of the AP newswire for 999 pairs of words like “hgstaand
“hostages” that differ by a final “s.” If we know the correlai of these 999
pairs in one year of the AP, then we can account for 80 peraanbee of the
variance in predicting the correlations of these 999 paiemiother year.

Morphology is not that different from case normalizatiordasther text
normalization steps that are commonly used in practice niay do more
harm than good. Some pairs likkirricaneghurricanehave large correlations
while others likeContinentalcontinentaland Anytiméanytimedo not. The
correlations are large when both members of the pair haved lmeaning
and they refer to the same thingrricanehurricané; the correlations are
small when they refer to different thing€¢ntinentalcontinenta)* or not
much of anythingAnytiméanytimg.

= Large correlations (between upper and lower case variadtgyicane,
Pope, Emperor, Lottery, Zoo, Ballet, Golf, Canal, Immigrat

1Continentalis an airline;continentalis not.
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= Small correlations (between upper and lower case variantey, Path,
Editions, Continental, Burns, Levy, Haven, Rush, Anytime

Morphology and case normalization are similar to primind egpetition.
If a document mentions a word once, then it is likely that wé see that
word (and its friends) again in the same document, espgdfathe word
is a good keyword with lots of meaning. In Church (2000), IKed at the
distribution of “Noriega” across documents. Noriega wasitismed in quite
a number of AP news articles (about 6 articles per thousahgnwhe US
invaded Panama. Under standard independence assumjpiierjance of
two Noriega’s should bé6/1000)2. We shouldn’t expect to find an article
with two or more Noriega’s, but we have lots of them. Of thoseuients
that mention Noriega at least once, 75 percent mention jadesecond time.

Repetition of a word (and its morphological variants anceofhiends) is
more likely for good keywords with lots of content and leg&gly for function
words that aren’t very useful for information retrieval. @hurch (2000), |
showed that distinctive surnames are more likely to be teplehan ordinary
first names:

= Distinctive Surnames: Noriega, Aristide, Escobar
= Ordinary First Names: John, George, Paul

There are lots of important linguistic generalizationg thi@duce unde-
niable distributional patterns. Morphology is one of mangtsfactors. The
information retrieval community had hoped that they cowdd standard off-
the-shelf morphology programs in straightforward waystetadvantage of
morphological patterns to improve precision and recalthattempts have
not worked out very well.

In the spirit of “there is no data like more data,” it is probatvise not
to collapse morphological variants, unless you run out ¢é,dand have no
choice. If we have enough data to compute the distributiogach form of
each lemma separately, we might as well do so. As long as we [lanty
of data, there is no need to introduce unnecessary assurspitie perfect
correlation or total independence.

In recent years, with all the excitement about the web, thasdbeen more
talk about what we can do with all the data we have, and leksataut run-
ning out of data. Of course, we never have enough data, thttrrayy, there is
more interest in finding clever ways to take advantage ohalbtata we have,
and less interest in finding clever smoothing techniquestopensate for all
the data we don’t have. Right now, the glass is half full, redf bBmpty.

3.3 Part of Speech Tagging

There are, of course, many other applications for morphofggrams in-
cluding part of speech tagging and spelling correctionti€ieal part of
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speech taggers make use of two sets of probabilities:

= Lexicon: Pr(tag|word)
= Context:Pr(tag|context)

Much of the literature has tended to concentrate on the gbmtedel, but
that's the easy part. Typically there are o} parameters in the context
model, whereP is the number of parts of speech, typically several dozen.
The lexicon is far more challenging, since there are morarpatersy’ x P,
whereV is the size of the vocabulary, typically betwegi® and10°. V is
typically much larger thai?.

To illustrate the challenge with lexical probabilities, riayorite example
is the word “yawn.” “Yawn” occurs once in the training corpfiBe Brown
Corpus§ as a noun, and once as a verb. Based on this sparse evidence, we
need to know, not only the probability that “yawn” could becun or a verb,
but also the probability that it could be an adjective, or atlyer part of
speech. Just because we haven't seen “yawn” as an adjetiasn’'t mean it
can’'t happen.

In fact, most words are like “yawn.” Of the 50,000 words in Bewn
Corpus, 80 percent appear 5 times or less. Given that we have timan 5
parts of speech, we have more parameters than data for mods.viRerhaps
the Brown Corpus is just too small, but if we collect a largerpus, we’'ll
discover a pile of new infrequent words. The more data we kdpkhe more
we realize just how little we know.

One might hope that one could infer the lexical probabgitiy reason-
ing across morphological variants, but | have never beea @bimake this
work. In Church (1992), section 5.2, | looked at noun/vertbayaous words
like “yawn” and “yawns.” Some of them are more likely to be nsuand
some are more likely to be verbs. | was hoping that the prditiabiof one
morphological variant could be used to infer the probabgitfor the other
morphological variant, but | failed to find anything of useh\fé there are
clear constraints on the grammatical possibilities, théistical probabilities
are less predictable.

Co-training (Blum and Mitchell, 1998), appears to be a maanpsing
direction forward. That is, there are contexts where thgeags likely to do
relatively well. For example, after “the,” we are much maiely to see a
noun than a verb. It ought to be possible to run the tagger shaanti-
ties of untagged material and use observations based onrttagged data
to estimate parameters that we couldn’t estimate very vasetd on the rel-
atively small amount of labeled training data that we hagpeio have, the
one-million word tagged Brown Corpus.

2http://en.wikipedia.org/wiki/Brown_Corpus
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Co-training needs to be performed carefully. Merialdo @3®ported that
performance degraded the more he iterated (unless hedstaitte almost
no labeled training data). Iterating always increases tbdet's likelihood
scores, but doesn’t always improve performance. Co-tigishould not be
allowed to move the parameter settings very far from theregds based on
the labeled training data, especially when we have plentgtidled training
data for the parameterin question. With appropriate prémas) | believe, co-
training will be more effective than morphological infeoenfor estimating
lexical probabilities.

3.4 Spelling Correction

These days, it is no longer as necessary as it used to be toarphaiogy

and other tricks to reduce the size of the lexicon. Mcllro982) describes
the heroics that were used in the original Unix Spell prograimack a small
dictionary of 32,000 English words into a PDP-11 addresesp&64k bytes.
That's just two bytes per word.

Normally, hash tables use a hash function to jump quicklya&dappropri-
ate bucket, and then the key is checked more thoroughly stgi@ keys in
the bucket. But the Unix Spell program didn’t have enough mgno store
the keys in the table, so they didn’t. It was necessary tothice a lossy com-
pression method that worked remarkably well in practicpf®se we have a
table of N = 32,000 words. Choose a primé, that is somewhat larger than
N. P trades off compression for accuracy. ShrinkiRgsaves memory, but
introduces loss (false hits). IncreasiRgeduces loss, but consumes memory.
= Memory: N[ + log> 7] bits to storeV words
* Loss: Pr(false hity s — (1 — 1/P)N

The Unix Spell program hashed each word in the dictionarythad mod
the hash code b#, to obtain a number between 0 aRd- 1. If the hash func-
tion is chosen well, these numbers will have a Poisson digidn. Sort the
hash codes and take first differences. These differenckebeviixponentially
distributed with a mean aP/N, since the inter-arrivals of a Poisson process
are exponential. The differences were then compressed astolomb code,
an optimal Huffman code for exponentially distributed \esu

During runtime, an input word would be hashed into a hash ¢ame 0
to P — 1, using the procedure described above. This hash code woeid t
be looked up in the compressed table (by performing the Goldacode and
computing running sums to invert the first differences)hd hash code was
found in the table, then the program assumed the input wosdoearectly
spelled. If not, the input word was flagged as potentiallyspédled. There is
a small probability, Pr(false hit), that an incorrectly bpe word would gen-
erate a false hit, hashing into the same place as some otirecttp spelled
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word, causing the Unix Spell program to fail to flag a missgetlivord that it
would have flagged, if not for the clever (but lossy) compiass

In addition to these heroic compression techniques, the Spell pro-
gram made heavy use of whatever tricks it could, includingphology;
memory was unbelievably tight. According to Mcllroy (198@¢rived words
were culled from the dictionary. Thus, “Wells” was cullecchese it could be
analyzed as “Well” + “s.” “Peters” was analyzed as “Peter’s¥ The culling
was recursive, so “Peter” was also culled since it could mmhgposed into
“Pete” + “er”! Recursive application of such heuristics wasky but neces-
sary, given the lack of memory.

These heroic compression methods are no longer necessarthabwe
have 32-64 bits of address space. Modern spelling corentmfonger need
to make use of fancy (lossy) compression techniques. Théymger cull the
dictionary as aggressively. Modern spelling correctoreHarger dictionar-
ies with10° - 106 entries, many of which could be derived from other entries,
but doing so would introduce (unnecessary) risk. Sometiiniesok to add
“er” to some other lexical entry, and sometimes it isn’t.

3.5 Conclusion

There are lots of morphology programs out there, many of whiork sur-
prisingly well. Nevertheless, for many practical applioas, we prefer not to
use such programs, if we have the choice. Simple morphdabuiferences
are better than complex inferences. But even simple infergare worse than
none.
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Finite-State Parsing of German
ERHARD W. HINRICHS

4.1 Introduction

There has been a remarkable revival of finite-state methoasgjuistics over
the last twenty-five years. This renewed interest is a diceasequence of
the pioneering work on two-level phonology and morphologykimmo
Koskenniemi (Koskenniemi, 1983) and of the independentlyetbped ap-
proach to finite-state morphology by Ron Kaplan and Martiry Kidaplan
and Kay, 1994). Based on mathematically rigorous modelsmitefstate
transduction, there are now wide-coverage finite-statelwatts of an impres-
sive range of typologically diverse languages availalispired by these suc-
cesses, research of finite-state models for syntactic sisalias revived in the
early nineties, notably by Stephen Abney (Abney, 1991) anéired Karls-
son and his associates (Karlsson et al., 199B)eir research ended a period
of more than three decades of little or no research on fitétesnodels of
syntax under the influence of Chomsky’s claim that finiteestautomata are
inadequate due to their inability to account for center-edding construction
in natural languages (Chomsky, 1963).

The two alternative models of finite-state syntax develdpedbney and
Karlsson reflect in an interesting way two leading paradifonsepresent-
ing syntactic structure. Abney’s chunk parser is desigongutovide a partial
bracketing of an input text. This bracketing identifies menursive phrases,
so-calledcchunkswhich span from the left periphery of a phrase to its phrasal
head. The resulting bracketing is partial in that it leaveg structural rela-

1Rules in Constraint Grammar are, in isolation, implemeletalith finite-state methods. Ed-
itor's comment.
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tionships between individuals chunks unresolved.

Karlsson’s constraint-grammar formalism is designed twjole a shallow
syntactic parse of an input text that identifies the begigsend ends of non-
recursive phrases and the grammatical functions of vedmaptements.

The purpose of this paper is to review recent work on finisessyn-
tactic analysis of German. Rather than comparing the detdilndividual
finite-state parsing systems for German, the discussidifiogils on those as-
pects of German sentence structure that make German agstibgrlanguage
from a finite-state perspective. Section 4.2 surveys exjdiinite-state and
constraint-based parsers of German. Section 4.3 discossgsex prenomi-
nal modifier structures in German which are recursive inmeatliheir recur-
siveness provides an interesting challenge for Abney’seption of what a
chunk is. Section 4.4 gives an overview of the main charisties of Ger-
man sentence structure This provides the necessary baridyfor the dis-
cussion of interesting challenges and opportunities tfeaséntence structure
of German poses for finite-state approaches. This disaussithe topic of
section 4.5.

4.2 A Survey of Finite-State and Constraint-Grammar Parses
of German

Most of the research on finite-state parsing of German héizadiAbney’s
chunk parsing model and produces partial bracketings ahiha text. Two
recent examples of Abney-style chunk parsers for Germarnharé®ereko
parser (Miller and Ule, 2001) and the YAP parser (Kermes228@rmes
and Evert, 2002). In addition to finite-state chunk parseechmid and Schulte
im Walde (2000) have developed a statistical chunk parsegséoman that is
based on probabilistic context-free grammars.

There are at least four parsers for German that use finite-stathods
internally and produce dependency relations. Connexoin@igh language
technology company, has developed a syntactic parsedddfiehinese Syn-
taxfor a variety of languages, including German, that prodwaré pf-speech
classes, inflectional tags, noun phrase markers and sigdagiendencies for
written input. The output representations follow the stflannotation famil-
iar from Constraint GrammarSchiehlen (2003) has developed a finite-state
parser for German that produces dependency relations ahdisks under-
specification to encode ambiguities that arise from altareaalence frames
of verbs and from alternative attachment sites for PP madifidost recently,
Trushkina (2004) and Miuller (2005) have developed pardes ¢combine
chunk parsing with dependency parsing. Trushkina’s GRIRgras based

2Duchier (1999) and Foth et al. (2004) have also developedrimcy parsers for German,
albeit without explicitly relying on finite-state methods.
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on the Xerox Incremental Parsing System (XIP) (Ait-Mokteaal., 2002),
while Miller’s parser uses the suite of Icg tools (Mikheewalet1998, 1999).
Both parsers are limited to those dependency relationgdifiat to comple-
ments and do not deal with adjuncts.

4.3 Prenominal Modifiers and Recursive Chunk Structures

One of the syntactic constructions that make German arestiag language
from a chunk parsing perspective are complex prenominalfiecgisuch as
the participial construction as in (1a).

(1) a. derseinenSohnliebendeVater
the his son loving father

‘the father who loves his son’
b. [~c der[nc seinen Sohmliebende Vatef

Such examples are interesting since they do not simultahesatisfy the
two defining properties that Abney associates with the telnonk Abney
(1996) defines the notion of chunk as “ ... the non-recursive of an intra-
clausal constituent, extending from the beginning of thastituent to its
head.” In the case of (1a), the artiadler and the nominal headater seem
to represent the left and right periphery of a nominal chittdwever, chunks
are also defined as non-recursive structures. This seemggest that only
the substringeinen Sohualifies as a noun chunk (NC) and seems rule out
the structure in (1b), where the entire string is a nominainghas well. In
fact, Abney appeals to the “no chunk within a chunk”-coratreo explain
the ungrammaticality of English NPs as in (2).

(2) * the proud of his son father

For cases like (1), there seem to be two solutions to this §sgraone may
argue that only the NP inside the premodifier, or one consitter complex
NP as a nominal chunk and gives up.

A telling piece of evidence in favor of the latter solutiorpi®vided by the
grammaticality of (3), the German counterpart of (2).

(3) deraufseinenSohnstolzeVater
the on his son proud father

‘the father who is proud of his son’

This seems to suggest that Abney’s “no chunk within a chwrdkistraint
is not universally applicable across languages, even thdudpes seem to
hold for English. However, the assumption that chunks arenecursive in
nature is not only motivated by examples such as (2). Notiaé @dnce one
accepts recursive bracketings shown in (1), one allowscambedding con-
structions. The fact that natural languages allow for sumtstructions was
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identified by Chomsky as the key argument for rejecting fistege models
for natural language analysis. If one allows center-emiverido an arbitrary
level of embedding, then the analysis of such constructiessbeyond the
expressive power of regular grammars. Chomsky’s argunremtadly rests
on the assumption that there is in principle no depth bounthemumber
of embeddings inside a center-embedding constructionmSky readily ad-
mits that there are, of course, processing limitations Inglege users that
limit center-embeddings to two or at most three for a givearahce. How-
ever, such upper bounds, he argues, should be considerectasp perfor-
mance grammar, not of competence grammar. If one acceptartiiment
then the inadequacy of finite-state grammars seems to @f®mpetence
grammar only. Thus, if one views a finite-state parser as aefrafdperfor-
mance grammar, then one can simply impose a reasonable loleytial on
center-embedding constructions in a finite-state gramfirtas is precisely
what Kermes (2002) and Mdller (2005) have done in order to lide &
treat complex prenominal modifiers as part of chunks thatbéxlmited,
i.e. depth-bounded, recursion. In addition to complexnpreinal modifiers,
Kermes’ YAC parser also admits a limited number of post-hreadinal mod-
ifiers as in (4).
(4) a. dieKopfeder Apostel
the heads of theapostles
‘the heads of the apostles’
b. Jahrespater
years later
'year later’

In order to accommodate examples such as (1), (3), and (4)&&(2002)
modifies Abney’s definition of a chunk as in (5).

(5) A chunk is a continuous part of an intra-clausal constitiealuding re-
cursion, pre-head as well as post-head modifiers, but nott@Bhanent or
sentential elements.

4.4 The Macro-structure of German: topological fields

One of the characteristic features of German syntax is theephent of the
finite verb in different clause types. Consider the finiteoweird in (6) as an
example.
(6) a. Petemwird dasBuchgeleserhaben.
Peter will the book read  have
'Peter will have read the book.’

b. Wird PeterdasBuchgeleserhaben?
Will  Peter the book have read

"Will Peter have read the book?’
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c. das®PeterdasBuchgeleserhabenwird.
that Peter the book read  have will

... that Peter will have read the book.

In non-embedded assertion clauses, the finite verb occtipgesecond
position in the clause, as in (6a). In yes/no questions, d6hj, the finite
verb appears clause-initially, whereas in embedded ctaitisgpears clause
finally, as in (6¢). Regardless of the particular clause tgpg cluster of non-
finite verbs, such agelesen habem (6a) and (6b) ogelesen haben wirth
(6¢), appears at the right periphery of the clause.

The discontinuous positioning of the verbal elements irbyéast and
verb-second clauses is the traditional reason for stringfu@®erman clauses
into so-calledopological fieldErdmann, 1886, Drach, 1937, Hohle, 1986).
The positions of the verbal elements form ti&atzklammer(sentence
bracket) which divides the sentence int&@feld (initial field), a Mittelfeld
(middle field), and aVachfeld(final field). The Vorfeld and the Mittelfeld are
divided by thelinke Satzklammef(left sentence bracket), which is realized by
the finite verb or (in verb-final clauses) by a complementiieéd. Therechte
Satzklammer(right sentence bracket) is realized by the verb complex and
consists of verbal particles or sequences of verbs. THis signtence bracket
is positioned between the Mittelfeld and the Nachfeld. Thihe theory of
topological fields states the fundamental regularities @fr@®n word order.

The topological field structures in (7) for the examples iyil{@strate the
assignment of topological fields for different clause types

(7) a. [vr[~c Peten] [k wird] [mF [vo das Buch |
[rx [vc gelesen haben]

[Lx Wird] [mF [ve Peter] [nve das Buch |

[rx [vc gelesen haben?
[

Lk |cr dasy | [mr [nc Peter] [vc das Buch |
[rx [ve gelesen haben wirdl]

(7a) and (7b) are made up of the following fields: LK (linke Zdam-
mer) is occupied by the finite verb. MF (Mittelfeld) contaiadjuncts and
complements of the main verb. RK (rechte Satzklammer) iszezhby the
verbal complex (VC). Additionally, (7a) realizes the topgical field VF
(Vorfeld), which contains the sentence-initial constitueThe left sentence
bracket (LK) in (7c) is realized by a complementizer field J@Rd the right
sentence bracket (RK) by a verbal complex (VC) that conthiedinite verb
wird.

b.

4.5 Finite-state Parsing of German

The structure of topological fields delineates the bordedsthe composition
of a clause and thus reveals the overall anatomy of a sentHrioens out
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that topological fields together with chunked phrases pi®wa solid basis
for a robust analysis of German sentence structure. All kiparsing sys-
tems mentioned in section 4.2 adopt an annotation stratégghvannotates
the topological fields for the left and right sentence bréskefore identi-
fying any other fields or chunks. To my best knowledge, thiatsgy was
first proposed by Braun (1999) and by Neumann et al. (2000)rasams of
identifying sentence boundaries for German.

It turns out that the advantages of topological field anmartago signifi-
cantly beyond sentence boundary detection. Robust ideatidh of topolog-
ical fields can help reduce the search space for subsequeamit ennotation
since chunks can only occur within the boundaries of a giegolbgical
field.

(8) [vr [Nc AuRenminister Joschka FiscHer[.x hat] [amr [vc die
Abgeordneten | [rx gebeter] [nr [mF [ve die Entscheidung] [rx zu
verschieben] |

"Foreign Minister Joschka Fischer asked the members ofgpaeht to postpone the
decision.’

(8) is a V2-clause with an extraposedinfinitive that is governed by the
verb formgebetenSuch extraposed constituents are positioned in the topo-
logical field Nachfeld (NF). By locating the noun chuntie Abgeordneten
anddie Entscheidungwhich occurs the Mittelfeld of the V2-clause, in dif-
ferent topological fields, it becomes clear that they motliyverbgyebeten
andverschiebenrespectively.

Recognition of topological fields can also effectively redpotential am-
biguities that can arise if only local syntactic contextiken into account.

(9) [VF [NC Man] ] [LK sah] [MF [PC in [NC der (")ffentlichkeit] ] [ADVC
nur] [vc Manner] [pc mit [nc Zigarette] | ] [koorp_r und] [vr [nc
rauchende Frau€dn [k waren] [xF [vc €in Themd [pc fur

Karikaturen] ]

‘In public, you saw only men with cigarettes, and smoking veonwere a topic for
caricatures.’

In (9) the coordinatiorund forms a coordination field (KOORD_F) with
two V2 clauses as sentential conjunctions. The paralleistween the two
clauses can be easily detected in terms of the their left myid sentence
brackets and their Vorfeld constituents. However, if oolgel context is taken
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into account, the coordination may be misanalysed as an Njroction be-
tween the two NP chunkdanner mit Zigarettendrauchende Frauen

Identifying the left and right sentence bracket of a claugar po any other
syntactic chunk annotation follows the principle of “easygtfi parsing advo-
cated by Abney since these two sentence brackets can beedkvdth great
reliability for any clause type of German.

As shown by Miiller and Ule (2001), Hinrichs et al. (2002), Miibnd Ule
(2002), another class of ambiguities that can be resolvedylogical field
information concerns potential ambiguities in part-oésph assignments to
lexical tokens. Two classes of common tagging errors in Garooncern the
distinction between finite and non-finite verb forms and tigtinction be-
tween homonymous prepositions and subordinating coripmst The token
seitin (10) is ambiguous between a preposition (APPR) or a slibatidg
conjunction (KOUSY:

(10) [vF [tk [cF Seit]] [mF Banting und Best Insulin zum ersten Mdlr x
[vc isolieren konnten | |, [k haben| [y r die Mediziner
lebenserhaltende Kontrolle Giber Diabetikérx [vc gewinnen kénnef].

'Ever since Banting and Best have been able to isolate m$adithe first time, physi-
cians have been able to win life-preserving control of diebé

The theory of topological fields helps to determine the adrnta&g forseit
in such cases. The entire clause is a verb-second clausewimbedded
clause occupying the clause-initial position. The embddif@ause has to ad-
here to the constraints on how the left and right sentenaekbtdave to be
realized for a verb-final clause. In particular, the leftteece bracket (LK)
has to consist of a complementizer field (CF) which can bezesby a co-
ordinating conjunction (KOUS), but crucially not by a prefimn (APPR).

Sentence (11) provides an example of a potential part-eédpambiguity
between a finite (VVFIN) and a non-finite (VVINF) verb for thenb form
nehmen

(11) [VF [NC Libyen] ] [LK kann] [MF [NC keinen Einfluséf [pc auf [NC die
Politik | | [vc Marokkos] | [rx hehmen

‘Libya can exert no influence on the politics of Marocco.

3See Brants (1999) for more detailed discussion.
4The part-of-speech tags used for the annotation are takentfre Stuttgart-Tiibingen tagset
(STTS) Schiller et al. (1995).
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Once again, the topological field assignment shown in (1iquely de-
termines thanehmenhas to be a non-finite verb (VVINF) since the right
sentence bracket in a verb-second clause may only conta#fimte verbs.

Notice that the type of topological field information thasoéves the two
types of part-of-speech ambiguities illustrated by exas10) and (11) are
non-local in nature. The crucial clues for disambiguathmglexical tokens in
question span essentially the entire clause. It is for teig veason that such
examples pose a serious challenge for both rule-basedatislistl taggers.

4.6 Conclusion

This paper has presented a survey of finite-state parsingnggor German
and has discussed two aspects of German sentence stritieed of gen-
eral interest from a finite-state perspective: the treatroecomplex prenom-
inal modifiers and the characterization of German clauseststre in terms
of topological fields.
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Solutions for Handling
Non-concatenative Processes in Bantu
Languages

ARVI HURSKAINEN

The paper discusses the description of hon-concatenatieegses in word
formation by using examples from Bantu languages. The fpoait is es-
pecially the verb, which may have up to fifteen morpheme sBécause
of space restrictions, only reduplication and non-cunivganorpheme con-
catenation will be discussed and solutions for impleméiatill be demon-
strated. Some solutions require the use of such envirorsasntrovided by
the Xerox tool package and Koskenniemi’s Two-level morplggl

5.1 Introduction

Bantu languages display a number of features that canndtdutieely han-
dled by using the basic finite state processing. Examplesatf features in-
clude, for example, the full-stem reduplication of verlie hon-cumulative
sequence of verb morphemes, and the disjoining writingegyst

Bantu languages exhibit a productive process of verb stelpiation.
Reduplicated forms cannot be described simply by addingplézhted stems
into the dictionary, because it is not the verb root but tHe fiossibly ex-
tended, stem of the verb that is reduplicated. When a verblmsg up to
20 different extended stems, and each stem has at leastiffezent surface
forms, the listing of all of these forms in the lexicon is noagtical.

Verb structures in Bantu languages are complex, compriging fifteen
morpheme slots. There are a number of rules that restriatdkeccurrence

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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of certain morphemes. For the morphemes that precede thestam, it is
possible to construct separate routes through the morpktatse allowing
some, and disallowing others, from occurring in the seqe@fcnorphemes.
When the constraining morpheme is after the verb root, tbelpm cannot
be solved by constructing separate routes, because thid vemuire also the
multiplication, perhaps several times, of the verb stenthériexicon.

Some Bantu languages have adopted a writing system whevenver-
phemes, especially those preceding the stem, are writtsasate words,
while other languages, closely related to these, use aicamjpwriting sys-
tem. The problem in computational processing is how to k&ese mor-
phemes separate from similar morphemes which are not pdreaferb and
constitute grammatical words in themselves. Because afespsstrictions,
this problem is not discussed here.

The problems of implementing reduplication and the non-alative se-
quence of verb morphemes will be discussed below and sokitimthem will
be demonstrated. Some of the solutions have been impletheittegeneral-
purpose tools, and others require the use of such envirasrasprovided by
the Xerox tool package and Koskenniemi’s Two-level morplgg| licensed
by Lingsoft.
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veloping the Swabhili morphological parser in the 1980s, laaugri Karttunen
for introducing the solutions for solving the types of pratfls discussed here.

5.2 Reduplication

The extensive use of reduplication for grammatical and sgim@urposes
is a distinctive feature in most African languages. Partexfuplication is
fairly easy to describe in the lexicon. Some types of redapidbn, however,
can hardly be described in a satisfactory way by simply ctamezing mor-
phemes. Below | shall describe two methods for handlingpédation.

5.2.1 Using basic finite state methods

In SALAMA, Swahili Language Manager (Hurskainen 2004bgiuplication
was implemented by using the basic finite state concatenaliois led to
a somewhat strange situation because, although the extéomchas of verb
stems were described with the help of continuation clagsgsarresponding
sub-lexicons, each reduplicated verb stem had to be wiittéul. Thus the
same basic verb may occur in the lexicon several times irrdifft forms.
Reduplicated forms were added to the lexicon if they occlimeexts. The
verbs of the corpus of 15 million words have so far been inetldnd new
reduplicated forms are added when they are found in new. trtexample
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of how the reduplicated forms of the velkbta (to cut) are described in this
systemis in (1).
Q) Lexicon VRoot
katAkat redup/V "katakat 'cut’ SV SVO *;
katikAkatik  redup/V "katakat 'cut’ SV STAT "
katishAkatish redup/V "katakat 'cut’ SVO CAUS ",
katizAkatiz redup/V "katakat 'cut’ SVO CAUS "
katizwAkatizw redup/V "katakat 'cut’ SV CAUS PASS ",

katwAkatw redup/V "katakat 'cut’ SV PASS "
Lexicon Redup/V

A End;

A GenRel;

Lexicon GenRel

ye End;

Note that the use of two-level rules reduces the need afi§jsterb entries,
because the rules handle the surface realisation of thefiwedbA. Without
the use of rules, each entry should be written three times fonA > a as
default, another for A > i in present tense negative, andrardor A > e in
subjunctive. The rules convert the A in the middle and at tieb @& the verb
as required.

In addition to verbs, reduplication occurs frequently ioqpouns and ad-
verbs, and to a limited extent in adjectives. Reduplicdtiasin these contexts
mainly a semantic role, which has to be taken into consiaerat a bilingual
lexicon (Hurskainen 2004a). If reduplicated words, whichnabt inflect, are
written as a single word without a space in between, theyasg ® describe
in the lexicon. There are, however, reduplicated adjestwigh an alternat-
ing prefix defined by the noun class, written together as desingrd. Some
examples of the worduri  (good) are in (2).

(2) mzurimzuri  End "zuri Adj 1/2-SG ° good ™;
wazuriwazuri End “"zuri Adj 1/2-PL ' good
mizurimizuri End "zuri Adj 3/4-PL ' good ™
kizurikizuri End "zuri Adj 7/8-SG ’ good ™;
zurizuri End "zuri Adj 9/10-SG ' good ™
pazuripazuri End "zuri Adj 16-LOC ' good ™

A more elegant way of describing reduplicated adjectivee f@rmulate
them as regular expressions. In this method, each of the bisns is listed
only once. The stem receives its prefixes from the sub-lexafoprefixes,
and the concatenated word is optionally reduplicated. Willde described
in more detail in (11-12).
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In sum, the method of describing the reduplicated stemstijren the
lexicon has disadvantages, but also advantages. One digade is that it
is rather tedious to keep track of all real instantiationseafuplicated verbs.
The method also requires continuing follow up because iaged on corpus
occurrences and not on the grammatical word formation r@esthe posi-
tive side we can see the accuracy of the system because miigbterbs are
there which do not occur in text. This saves the system fratinig unneces-
sary paths, and also eliminates the risk of unnecessarti@uzliambiguity.

5.2.2 Solution based on regular expressions

It is well known that if a string or a sequence of strings carelgressed in
the form of a regular expression, it can be repeated. Linmggldiplication,
repetition of strings, can be achieved even with two-leuds, although the
power of this method is not sufficient for handling full scafglications such
as Swabhili and other Bantu languages.

The Xerox tool package contains a compile-replace algworittvhich
makes it possible to include finite state operations othan toncatenation
into the morphotactic description (Beesley and Karttune@3 379-380).
In this method of describing non-concatenative phenomtieainitial lexi-
cal description is made by concatenating partial stringsally morphemes,
into well-formed words through a finite state lexicon sturet This partly
abstract lexical description is mapped to the surfaceggroy applying mor-
phophonological alternation rules. While in the usual desion, following
the terminology of Xerox, the lower language representsttieographically
correct word forms, in the compile-replace algorithm théahnetwork (i.e.
the composition of the lexicon and the rules) is left abstfac including
meta-morphotactic descriptions of non-concatenativephena.

When processing this kind of description, the morphophogickl rules
and lexicon, which are in the form of regular expressions, fast read
and composed into a network. This network contains strinigistwalso in-
clude meta-morphotactic descriptions in the form of regelgressions. The
compile-replace command is applied to the lower side ofnit&al network,
where it finds the meta-morphotactic descriptions, consghem as regular
expressions and replaces them in the lexicon network wé&m#w network
resulting from the compilation (Beesley and Karttunen 2(8#3.-382).

The example in (3) illuminates how the above descriptiomiglemented
with the Swabhili vertsema (to say).

3) Multichar_Symbols
N A @U.GENREL.abs@ @U.GENREL.pres@
@U.OBJ.abs@ @U.OBJ.pres@
Lexicon Root
Pref0@; Prefl; AdjStart;
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Lexicon Pref0@
@U.GENREL.abs@ PrefO;

Lexicon Pref0

ha=Neg+:ha" VStart;

ha=Neg+:ha" Pref4;

a=Subjn+:a! VStart;

a=Shjn+:a! Pref4;

Lexicon Prefl

< {a=Sp+}:{a} “@U.GENREL.abs@" > Pref2@;
a=Sp+:a Pref4;
a=Sp+:a VStart;
Lexicon Pref2@

@U.GENREL.abs@ Pref2;

Lexicon Pref2

na=Pres+:na VStart;

na=Pres+:na Pref3@;

na=Pres+:na Pref4;

Lexicon Pref3@

“@U.GENREL.abs@” Pref3;

Lexicon Pref3

ye=1/2-Sg-Rel+:ye  VStart;
ye=1/2-Sg-Rel+:ye  Pref4;

Lexicon Pref4

< {ki=7/8-Sg-Obj+}:{ki} “@U.OBJ.pres@” > VStart;
Lexicon VStart

@:@"{ VStem;

Lexicon VStem

sem VSuff;

Lexicon VSuff

+esh=Caus:Ish VSuff2;

+esh=Caus:Ish VFinV ;

VSuff2; VFinV;

Lexicon VSuff2

< {+w=Pass}{w} “@U.OBJ.abs@” > VFinV;
Lexicon VFinV_

+a:A EndSimple;

+a=Redup:A  EndRedup;

Lexicon EndSimple

0:3MA End;

0:}°17] GenRel;

Lexicon EndRedup

02N #

0:3°27] GenRel;

Lexicon GenRel

< {+ye=1/2-Sg-GenRel}{ye} “@U.GENREL.pres@” > #;
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Lexicon AdjStart

0:0MN{  AdjPref;

Lexicon AdjPref
m=1/2-SG+:m AdjRoot;
wa=1/2-PL+:wa  AdjRoot;
mi=3/4-PL+:mi AdjRoot;
ki=1/2-SG+:ki AdjRoot;
0=9/10-SG+:0 AdjRoot;
pa=16-LOC+:pa  AdjRoot;
Lexicon AdjRoot

zuri  EndSimple;

zuri EndRedup;

In the lexicon above, the upper-side language is repregémtaich a way
that it contains a sequence of lexical morphemes and theenignatical flags,
and morpheme boundaries are shown with a plus sign. The dsierlan-
guage is also abstract in that it contains characters inngase that are sub-
ject to alternation rules for producing correct surfacerfer Particularly im-
portant in the lower-side language is the section of thagthat is subject to
reduplication. This section is delimited with special mgharacter symbols
N and”] . Whatever is between these symbols is a regular expredsabn t
can be manipulated accordingly, in this case, repeatedistfsee that the ac-
tual string to be defined as a regular expression is enclogkdwurly brackets

{ and } formaking sure thatthe stringis interpreted as a reguljairas¢
sion. In (4) is an example of how the surface strampasemeshasemesha
(he makes to speak) is represented in the lexicon. Notehbahfluence of
alternation rules is here excluded.

(4) upper: a=1/2-Sg-Sp+na=Pr+sem+esh=Caus+a=Redup
lower: a na@”[{sem Ish A21

The multi-character symboP in the lower string stands for repeating, i.e.
the preceding regular expression enclosed between cubkéts{ and} is
repeated. The alternation rules rewrite the | and A as negdt#t surface
string. In (5) we show in stages how the final network is coetbily using a
script file.

(5) xfst -e "read regex < rules.txt"
-e "read lexc < redup.lex"
-e "compose"
-e "compile-replace lower"
-e "substitute symbol 0 for Caret"
-e "substitute symbol 0 for !"
-e "substitute symbol 0 for @"
-e "save redup.fst"
-stop
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Note that all diacritics needed as triggers in alternatides are deleted in
the final network. They are substituted with the zero symblé command
sequence in (6) shows how the network operates.

(6)

xfst[0]: load redup.fst

Opening 'redup.fst’

Closing 'redup.fst’

xfst[1]: up anasema
a=1/2-Sg-Sp+na=Pr+sem+a
xfst[1]: up anasemasema
a=1/2-Sg-Sp+na=Pr+sem+a=Redup

We see that both the simple and reduplicated stems are adallise sim-
ple stem is analysed when the repetition trigger is séiL.toWe can also test
the network in the other direction, as shown in (7).

(7)

xfst[1]: down a=1/2-Sg-Sp+na=Pr+sem+a
anasema

xfst[1]: down a=1/2-Sg-Sp+na=Pr+sem+a=Redup
anasemasema

As is shown in (8), adding verb affixes does not affect theemtinrealisa-
tion of the verb stem.

(8)

xfst[1]: up anasemesha
a=1/2-Sg-Sp+na=Pr+sem+esh=Caus+a
xfst[1]: up anasemeshasemesha
a=1/2-Sg-Sp+na=Pr+sem+esh=Caus+a=Redup
xfst[1]: up anayesemeshasemesha

a=1/2-Sg-Sp+na=Pr+ye=1/2-Sg-Rel+sem+esh=Caus+a=Redu p
xfst[1]: up anakisemeshasemesha
a=1/2-Sg-Sp+na=Pr+ki=7/8-Sg-Obj+sem+esh=Caus+a=Redu p

The lexicon in (3) shows that the verb stem is not always thedEement
in the verb. For example, the marker of the general relas\atached to the
end of the verb stem, and this suffix is not reduplicated. Dmé&lism also
handles such cases, as shown in (9). Ungrammatical cortiaties cause a

failure.

(9)

xfst[1]: up asemaye

a=1/2-Sg-Sp+sem+a+ye=1/2-Sg-GenRel

xfst[1]: up asemasemaye
a=1/2-Sg-Sp+sem+a=Redup+ye=1/2-Sg-GenRel

xfst[1]: up akisemasemaye
a=1/2-Sg-Sp+ki=7/8-Sg-Obj+sem+a=Redup+ye=1/2-Sg-Gen Rel
xfst[1]: up anasemasemaye

The negative present and subjunctive affect the verb-fioak\l, and this
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is implemented with alternation rules as shown in (10). Tialysis fails if

the final vowel is not correct.

(10) xfst[1]: up hasemi
ha=Negl1/2-SG-SP+sem+a
xfst[1]: up hasemisemi
ha=Neg1/2-SG-SP+sem+a=Redup
xfst[1]: up aseme
a=Shjn1/2-SG-SP+sem+a
xfst[1]: up asemeseme
a=Shjn1/2-SG-SP+sem+a=Redup
xfst[1]: up hasema
xfst[1]: up hasemasema
xfst[1]: up haseme

5.2.3 Reduplicated adjectives

We saw in (2) that inflecting reduplicated adjectives regunultiple listing
in the dictionary if only the basic concatenation methodhmdystem is avail-
able. Here we show that this can be avoided by describingdjeetave, to-
gether with its prefix, as a regular expression. In the exarggicon (3) the
solution for adjectives is also demonstrated. The adjeztivi (good) is de-
scribed, together with a sample of alternative prefixest &esmples in (11)
show that both the simple and reduplicated forms are resedraénd analysed
accordingly.
(11) xfst[1]: up mzuri

m=1/2-SG+zuri

xfst[1]: up mzurimzuri

m=1/2-SG+zuri=Redup

xfst[1]: up wazuriwazuri

wa=1/2-PL+zuri=Redup

xfst[1]: up pazuri

pa=16-LOC+zuri

xfst[1]: up pazuripazuri

pa=16-LOC+zuri=Redup

When the upper-side language is applied to the lower-sitgulage, we
get the correct surface forms. When a string with differesfiges in the first
and second part of the reduplicated stem is entered, thfatisst

(12) xfst[1]: down m=1/2-SG+zuri=Redup
mzurimzuri
xfst[1]: down pa=16-LOC+zuri=Redup
pazuripazuri
xfst[1]: up kizurizuri
xfst[1]: up zurikizuri
xfst[1]: up kizuripazuri
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5.3 Non-concatenative dependencies

In the lexicon in (3) there are so-called flag diacritics, pepose of which
is to constrain the occurrence of incompatible featurehendame string.
The relative marker after the verb stem blocks the occug@fthe relative
marker in Pref3, and also a number of other prefixes. Anothdles case is
that the object prefix cannot co-occur with the passive mailtee triggers
for both types of constraints are located on different sfethe verb stem,
and this calls for the use of flag diacritics (Beesley and tiagn 2003: 339-
373). The unification flag diacritics are used in the lexicongdreventing the
co-occurrence of unwanted features in the same stringelautrent example
lexicon (3), the flag diacritics are made visible on the uget lower side of
the transducer, so that they function correctly in analgeid production.
Another possibility for constraining the unwanted combima of mor-

phemes here would be to use pairs of P-type (positive) angB{require)
diacritics for defining the correct strings, where both & types of the same
flag with the same value must co-occur. Space does not allewdmonstra-
tion of this alternative. Examples in (13) show how the cmaists with the
U-type (unification) flag diacritics work.
(13) xfst[1]: up anayesema

a=1/2-Sg-Sp+na=Pr+ye=1/2-Sg-Rel+sem+a

xfst[1]: up asemaye

a=1/2-Sg-Sp+sem+a+ye=1/2-Sg-GenRel

xfst[1]: up anayesemasema

a=1/2-Sg-Sp+na=Pr+ye=1/2-Sg-Rel+sem+a=Redup

xfst[1]: up asemasemaye

a=1/2-Sg-Sp+sem+a+Redup+ye=1/2-Sg-GenRel

xfst[1]: up anayesemaye

xfst[1]: up asemayesemaye

Note that if the verb stem with the general relative suffixaduplicated,

the analysis fails. Only the verb stem, simple or extendeduplicated, and
the relative marker is attached to the end of the reduplicstiem.

5.4 Conclusion

We have discussed non-concatenative processes that taleiplBantu lan-
guages on the word level and tested methods for solving temconclu-
sion on the basis of the tests is that the environment offeydte Xerox tool
package offers elegant solutions to the problems discuséededuplication
of verbs and adjectives and constraining the co-occurrefen-contiguous
morphemes can be described simultaneously and compiled in¢twork.
Reduplication can be handled also in the basic finite statede, but this
is more labor-intensive than with Xerox tools. The numberasfous redupli-
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cated extended verb stems is in practice much more limitza tie number
of extended non-duplicated verb stems. The number of a@stiiads required
by reduplicated verbs in Swabhili for handling normal texeiss than 300. The
reduplicated adjectives can be listed as such if they occredl language.
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A Method for Tokenizing Text

RONALD M. KAPLAN

6.1 Introduction

The stream of characters in a natural language text mustdieibrup into
distinct meaningful units (or tokens) before any languagegssing beyond
the character level can be performed. If languages weregdripunctuated,
this would be a trivial thing to do: a simple program couldaepe the text
into word and punctuation tokens simply by breaking it up hiterspace and
punctuation marks. But real languages are not perfectlyfoated, and the
situation is always more complicated. Even in a well (butpestfectly) punc-
tuated language like English, there are cases where theatdokenization
cannot be determined simply by knowing the classificatiandifzidual char-
acters, and even cases where several distinct tokenigai@enpossible. For
example, the English strinchap can be taken as either an abbreviation for
the wordchapteror as the worc¢thapappearing at the end of a sentence, and
Jan can be regarded either as an abbreviatiorJémuaryor as a sentence-
final proper name. The period should be part of the word-tokehe first
cases but taken as a separate token of the string in the se&srahother
example, white-space is a fairly reliable indicator of agish token bound-
ary, but there are some multi-component words in Englishititdude white-
space as internal characters (éayand frq jack rabbit General Motorsa
priori).

These difficulties for English are relatively limited andt@rocessing
applications often either ignore them (e.g., simply forgbbut abbrevia-
tions and multi-component words—there are many more diffigoblems
to worry about) or treat them with special-purpose maclyinBut this is a
much bigger problem for other languages (e.g. Chinese sexely poorly
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punctuated; the Greek on the Rosetta stone has no spacdpaichthey
require a more general solution.

This paper describes just such a general solution to thdgrolVe char-
acterize the tokenizing patterns of a language in terms efalar relatiori”
that maps any tokenized-text, a string of characters wikérieboundaries ex-
plicitly marked, into the concrete string of characters pandctuations marks
that would be an expression in proper typography for thergsexjuence of
tokens. For example, it maps the tokenized-text

(1) Happilyts, TB heTB sawTB theTB jack rabbitTs in
TB Jan.TB.
into the actual text

(2) Happily, he saw the jack rabbit in Jan.

whereTs is the explicit token-boundary marker. However, (1) is & only
tokenized-text that can be expressed concretely as (2rmfdtive sources
include texts in which there is a token-boundary betwjaekandrabbit (3a)
and where the last word is taken as a proper name (3b).

(3) a. HappilytB, TB he 7B sawTB the TB jack TB rabbit
TBin TB Jan.
b. HappilyTs, 7B heTs sawTBs theTB jack rabbitTs in
TB JanTB.
If T maps these (and perhaps other) alternative sources intotioeete text
in (2), then its invers@ —! will map the text in (2) back to the different ex-
plicitly tokenized sources in (1) and (3).

The correct tokenizing patterns for a language are thusetbfiy a reg-
ular relation or finite-state transducer, formal devices trave the power to
characterize the complexity and ambiguity of punctuatiomentions across
the languages of the world. We describe a particular algoriior applying
such a transducer to a given text. This algorithm is a vacéhe general
composition algorithm for finite-state transducers, big &pecialized to the
particular properties of text streams: they are usuallyegoing but they can
be represented by finite-state machines with a single (&3yath. The algo-
rithm uses this fact to provide efficient management of terayostorage and
to provide guaranteed output for individual substringshef text as rapidly
as possible. The output is guaranteed in the sense thatatatitin the text
will cause the tokenization of a previous substring to beatéd as a possi-
ble tokenization—unless the text as a whole is ill-formeldud a client can
safely invest its own computational resources for higheeoapplications
(text indexing, question-answering, machine translationwithout fear of
wasting effort on incremental tokenizations that have rim\ature.
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6.2 Tokenizing Relations

A tokenizing relation can be defined for a particular langulga set of rules
that denote regular relations (Kaplan and Kay, 1994), byjalee expression
over pairs, or by the state-transition diagram of a finisgestransducer. For
example, the following ordered set of obligatory contextsitive rewriting
rules defines a regular relation that gives a first-approttonaaccount of
English punctuation conventions:

(4) a. periodrB — ¢/ __ period
b. 7B — e/ __right-punctuation
c. TB — e/ left-punctuation _
d. 7B — space
e. space- white-spacé

The first rule deletes an abbreviatory (word-internal) getrivhen it comes
before a sentence-final period, as needed in the mapping tf (2) above.
The second rule causes token-boundaries to be deletednndf@unctua-
tion marks that normally appear at the ends of words (e.girdpquotes,
commas) while the third deletes token boundaries afterioggrunctuation
marks (e.g. open quotes). The fourth converts any remakentboundaries
to space characters, and the fifth expands those spacesl|l @s we inter-
nal spaces of multi-component tokens, to arbitrary seqgentwhite-space
characters (space, carriage return). Other rules coulditedato deal, for
example, with optional end-of-line hyphenation, conti@ts, and sentence-
initial capitalization. These rules are written in the gextige direction, which
may seem counterintuitive since the problem at hand is agretton prob-
lem. But we have found that, as a general principle, such ingpare easier
to characterize as reductions of more structured (i.e i@#pltokenized) to
less structured representations, with recognizers adddiy applying the re-
lations in reverse. Grammars of this type can be compiledl finite-state
transducers using the methods described by Kaplan and R&#]1Systems
of two-level transducers (Koskenniemi, 1983) or two-lauéé¢s (Kaplan and
Kay, 1994) can also be used to define regular tokenizingoekt

6.3 The General Idea

With such a relation in hand, the problem of finding the setlb&dmissi-
ble tokenizations of a text is simply an instance of the gaingroblem of
recognizing a text with respect to a transducer. If the texbierpreted as a
(single-string) regular language, the solution to thisopem is computed by
the recognition operatdtec, defined as

(5) Rec(T, text) def Dom(T o Id(text))
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This operator constructs the identity relation that takes diven text into
itself, and composes that with the tokenizing relation sThas the effect of
restricting the general tokenizérto the subrelation that only has the given
text as its output side. The domain of that restricted refeis exactly the set
of tokenized strings that’ would express as the given text (see Kaplan and
Kay, 1994, for a discussion of the domain and identity refaiand other
relevant concepts). The result is a regular set (perhapsfaité set if7" is
not linear bounded) that can be represented as a finiteat&ienaton. This
formula is equivalent to Sproat’s (1995) characterizatibrthe tokenizing
problem, modulo a transposition of the relational coortiina

Formula (5) defines the computation we want to perform, amglritade
up of operations (identity, composition, domain-extracjithat are easy to
implement given a finite-state transducer presentatichi and a finite-state
machine representation of the text. But the normal impleatems of these
operations would be quite impractical when applied to a lexty They tend
to build intermediate data structures that are linear inlength of the text,
and they would produce no results at all until the entire teag been pro-
cessed. The standard algorithms may be acceptable if weillireywo pre-
process a long text to break it up into sentence-size chumigteen oper-
ate on those one at a time. This is the arrangement contesdpigt Sproat
(1995), for example, but it requires additional heuristiaaminery and may
not deal gracefully with sentence-boundary ambiguities.

We describe here a method of evaluating this formula thatiegal and
uniform and applies with practical efficiency to texts ofitmdry length. The
method has four desirable properties:

1. It produces output incrementally, and does so wheneveaithes a
point in the text where all local tokenization ambiguitiesve been
resolved (so-called “pinch-points”).

2. The temporary storage it requires is bounded by the maxidistance
between pinch-points. Storage can be recycled in the catipntbe-
tween pinch-points when any path of ambiguity dies out.

3. It never causes previously produced output to be rettactdess the
text as a whole has no proper tokenization (is globallydlirfied).

4. It combines nicely with higher-level sources of lexia#lormation, so
that dictionary constraints on tokenization (e.g. a liskwéwn abbre-
viations) can be taken into account without modifying the-time al-
gorithm. It can also be combined with syntactic constraitefined in
grammatical formalisms that are closed under compositidmnegular
relations. These include context-free grammars and Lekioactional
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Grammars (Kaplan and Bresnan, 1982).

In a well-punctuated language, pinch-points come fairlysel together
(e.g. almost (but not always) at every punctuation markysT this algorithm
is practical even for relatively simple languages like Estgland it obviates
the need to develop special-purpose code to take advantégdimited to-
kenization patterns (or to provide less than accurate apadions). In a
poorly punctuated language the pinch-points will not belasectogether, so
that reliable output will be provided less frequently and #mount of inter-
nal storage will be larger. But these effects are directlypprtional to the
inherent complexity of the language—it is extremely urijkibhat there is a
simpler way of handling the facts of the matter.

6.4 A Practical Method

We start from the general implementation of the composijtitomain, and
identity operations in the formula

Dom(T o Id(text))

This sort of formula is usually evaluated by operating orfiiee-state trans-
ducer accepting” and the finite-state machine accepting the text. The com-
position algorithm is normally a quadratic operation boesh@y the product
of the number of states of its two operand transducers (s dhse repre-
senting?” andId(text). It would produce an output transducer with states
corresponding to pairs of statesBfandId(text), with the transitions from
each of the pair-states encoding what the next moves aren ¢fat that the
particular pair of states in th€ andId(text) fsts has been reached. An in-
dexing structure must be maintained, so that the datatsteicepresenting

a given pair-state can be obtained if that same pair of siatemached on
alternative paths through andId(tezt). In this event, the forward moves
previously determined for that pair-state are valid on the path, and the
alternatives can be merged together. This can happen wherothposition

of disjunctive and infinite relations (with cyclic fsts) ismputed. Indeed, if
the merger is not performed, then the composition compartatiay not ter-
minate on cyclic input machines. This general algorithnmipriactical, or at
least unattractive, for tokenizing an arbitrary text besgait would require an
amount of indexing storage proportional to the length oftéxe.

1LFG’s nonbranching dominance (off-line parsability) citimh must be general-
ized slightly to preserve decidability of the membershipbpem in the case that the
tokenizing relatior” is not linear-bounded. A dominance chain must be regarded as
nonbranching if a re-encountered category is paired notyiib the same position of
a single string but with the same suffix language of a tokehizgular set (as denoted
by a state of the finite-state machine that represents tlemizdtion result).



60 / RONALD M. KAPLAN

Our tokenizing method circumvents these difficulties by ifigdcorrela-
tions between segments of the text and segments of the mkgnelation.
We letT stand interchangeably for the regular relation or a tracsdthat
represents it, as appropriate. We suppose ghatthe start-state of’ and,
without loss of generality, that is its single final state. I§ andr are states
of T', we defing,T;. to be the set of all pairs of strings for which there is an
accepting path iff” that starts at statgand ends at state We also interpret
the text itself as a finite-state automaton with numberedtjunes between
characters playing the role of its states. Thts:t; is the substring of the
text between positionsand; and the entire text of characters is denoted as
otext,. We now say that

(6) A text-positionk is apinch-point forRec(T', text) with pinch-
statep iff

Rec(t, text) = Rec(sT)p, otexty) - Rec(p Ty, ptexty,).

The raised dot denotes the usual concatenation operaforifoal languages:
the concatenatio; - Lo is the languag€zy | * € Li,y € Lo}. Thus,
if kis a pinch-point ang is its pinch-state, any tokenizatidrof the text
can be partitioned into two strings andt¢, such thatt; is a tokenization
of the subtext before positiok provided by a path irf” up to statep and
to is a tokenization for the rest of the text provided by a patfi’iteading
from statep. If such ak-p pair can be identified, then the strings in the reg-
ular languageRec(s Ty, otexts) can be supplied as incremental output to a
client application, and the legal continuations of all thatrings are com-
pletely determined by andp and can be computed by evaluating the suffix
tokenization-expressioRec(, Ty, ytezt,,). The condition in (6) can be ap-
plied iteratively, so that a sequence of incremental ostpah be provided
one after the other.

We see that the computation Bec(T), text) can be suspended whenever
a pinch-pointis reached and that all tokenizations for th#ext to that point
can be delivered as output. Moreover, the detailed patie-staexing struc-
tures required by the composition operator can be discaatlsdch a point,
and only two pieces of information, the positiérand the pinch-statg, are
needed to continue tokenizing the rest of the text. The ehg#, of course, is
to identify pinch-points and pinch-states at the earliesitpns of the text;
that is what our method for tokenizing text is organized to do

We observe that the text itself is a linear string and&@ext) is repre-
sented by a single-path transducer. This means that a caiopgsath that
has advanced beyond a particular text state/position wilenreturn to that
same text-position. Thus, the indexing structures necgssdind previous
pair-states and carry out future mergers do not have to betaiaed across
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the whole text. In particular, if we carry out the state-&neal computation of
the composition algorithm in a breadth-first manner, thercarerecycle the
storage for all the indexing structures involving a givext4gosition as soon
as we have examined all possible next-moves at that position

The next obvious observation is that we can simulate thetiigenap on
the text by letting each character stand for its own imagehencdther tape
of the (now fictional) identity transducer. We can implemiet breadth-first
composition in this special case by simply maintainingtedisonfigurations
at a current character position. These configurations septell the states in
the transducel” that were paired up with that text position, and they record
for eventual output the domain characters that were pratlaloang the way.

In pursuing the future of a given configuration, we compaegtansitions
leaving its transducer state with the next character ingéke ¥We build new
configurations at the next-character position for thosesiteons that match
the next text character. If a transition hasgempty string) so that it does not
advance through the text, the new configuration is addeceterti of the list
of current-position configurations. However, before we adaw configura-
tion to one of the lists, we check to see whether a configuratith the same
transducer-state is already present. If such a configurdtes exist, we add
alternatives to its output record instead of adding a séparaw configura-
tion. This has the same effect as the merger step in the dexmangosition
algorithm: it collapses alternative paths and insuresitetion even if thel’
transducer is cyclic.

Thus, we maintain two lists of configurations: one for therent text po-
sition, one for the next. When we have exhaustively proaktale¢he current
position’s configurations, we can recycle them to a freg4ii®ve forward to
the next position, and start processing the configuratioeiet

The output of this computation is given by the domain sidédeflt transi-
tions that carry us across the text. We construct increrfigmiie transitions
of the finite-state machine that represents this output gaating an output-
state with each of the configurations. The transitions of $tate are labeled
with the domain transitions of matching arcsiafA subtlety, however, is that
these transitions point backwards, towards the output stiathe configura-
tion currently providing for the match against the text. Vif&@amnaintain on
each output-state a reference count of the number of (badk)vransitions
that point to it. This enables us to implement a referenagiting garbage
collector that collects the storage for failed paths as smopossible. A path
fails if there are no arcs at tiiéstate of a configuration that match the current
text-character. In that case, the (backward) transitioriseaconfiguration’s
output state are collected, and the reference counts oftéiessthey point
to are decremented. If those counts go to zero, then thotes stad their
backward-pointing arcs can also be reclaimed, recursively
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This arrangement will collect all unneeded output storagyscn as pos-
sible, provided thaf’ itself is linear-bounded. 17" is linear-bounded, then
Dom (T oId(text)) will be finite and there will be no loops in the output finite-
state machine. Otherwise, there can be infinitely many takerstrings, rep-
resented by a cyclic fsm, and there can be self-justifying#that will not be
incrementally collected when a cyclic path cannot later Xtereded. In that
case, the loop-structures on failed paths will not be rewai until a pinch-
point is reached, the current output fsm is provided backécctient, and all
current-output structures are freed.

We note as an aside that a non-linear-bounded tokeniziatioelproduc-
ing infinitely many results is not entirely implausible. & & convention of
English text that appositives and nonrestrictive relatilsises are both set
off by commas, and the appearance of commas is thus an impsigaal for
the higher-level syntactic analysis of a text. Logicallgnha nonrestrictive
relative ending in an appositive should be followed by twonowas, but a
sequence of commas is always reduced to one by the rules §Engog-
raphy. This reduction can be expressed by adding the fallgwéwriting rule
to the specification ot :

(7) commarB — e/__comma

The resulting tokenizer will introduce an arbitrary numloértokenization
commas in front of every comma that appears in the actual leving it
to a syntactic analyzer to pick the ones that satisfy grancalatonstraints.
This may not be helpful for unsophisticated uses of the dutput it can
enable substantial simplifications of grammars for apfibce requiring a
full syntactic or semantic analysis.

To finish describing our tokenizing method, we observe thate is an
easy way of recognizing that a pinch-point has been readitesd is a point
at which all open paths have come together at a single stalg ed that
there is only one way of proceeding further ahead. This iskethby the fact
that there is only one item on the list of current configunadidcSeveral items
are on the list if there are current ambiguities, one itemaiesywhen those
ambiguities have a determinate future, and the list becamgty only when
the text itself is ill-formed. When there is only a single apnfiguration,
the output trailing behind that configuration can be prodgit the client,
with the guarantee that the current output will not be reg@acinless the text
as a whole is ill-formed (this can happen only if the rang&'a$ not>*; it
is decidable in advance whethErhas this unattractive property). Thus, it is
safe to provide output whenever a singleton configuratisirid reached. It
may be desirable not to produce output in every such situakiot instead
let the output accumulate internally until a token boundarglso reached.
This means that the client will receive outputs only in cheinkmeaningful
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units. In a well-punctuated language, the output will coiseeatially at every
word boundary. The pinch-state needed for tokenizing teeakthe text is
the state ofl” stored in the single configuration.

The output can be produced by reversing the arcs of the ctgputhat
has been threaded through the configuration, and then pmgwige result as
an fsm structure to the client. Or the output-fsm can be abf@iesome other
graph data structure as determined by the client, for exattps initial chart
of a chart-parser for higher-level syntactic analysis.

6.5 Higher-level Lexical Constraints

The tokenizing relatior?” can be modified in various ways to incorporate
higher-level constraints on tokenization and thus to elate inappropriate
tokenizations at an early stage of processing. If thesetiaddl constraints
can be expressed as regular relations or regular languhggs;an be com-
posed into the original formula to provide a more restrietiokenization
mapping. For example, suppose that the lexical relatiregular and maps
sequences of word stem-and-tag-strings separated by takerdaries into
the corresponding inflected forms of the words (see, for gteniKarttunen
etal, 1992). Then

(8) Dom(L o T old(text))

defines the morphological analysis of the tokenized texm@asition is an
associative operation, so we can rewrite this as

(9) Dom((LoT)olId(text))

Sincel andT are independent of the text, the compositionT’ can be eval-
uated at compile-time to produce a new transducErthat maps tokenized-
stems to surface text. Applying our algorithm £@" will produce the tok-
enized morphological analysis of the text.

If a full lexical or morphological relation is not availabte not desired,
it may still be advantageous to augment the tokenizingioglatith a small
amount of additional information. This can be used to cdritve rampant
ambiguity that comes from letting every space be constrigeexaressing
either a token boundary or the internal space of a multi-comept word, and
from letting every period be interpreted as marking eitheraence boundary
or an abbreviation. Suppose thitis a list of all the multi-component words
that are to be allowed, that is a list of known abbreviations, and th¥t
is the regular set of all strings not containing either sparcperiod. Define
the regular languag& A M to be the union ofX, A, and M. The strings in
this language do not contain spaces or periods unless tleei dr or A.
We construcf{(XAM TB)* XAM], allowing for the elements aKA M to be
packed together with token boundary separators. Theaoalati
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(10) Id([(XAM TB)*XAM])o T

can then be used as a tokenizing relation that produces/ppegicel ambigu-
ities only for the strings contained i or A.

6.6 The Best Tokenization

Even with higher-level lexical constraints there may be ymanore alternative
tokenizations than are desired, and many of them may be quiteobable.
Sproat (1995) suggests a different approach to selectenmtist appropriate
outputs. He proposes to characterize the tokenizatiotioelas a weighted
regular relation, where each mapping is associated withighygoerhaps a
probability, that measures its degree of acceptability itiea is to provide
the output produced along the best, most highly weightell abugh the
transducer. It is easy to accommodate this proposal withinpach-point
framework, since the best-path operaRir distributes over concatenation
(11) and thus distributes over our pinch-points (12):

(11) BP(L:-L2) = BP(L1)-BP(Ls)
(12) BP(Rec(t, text)) = BP(Rec(sTp, otexty)) - BP(Rec(, T, rtext,))

We simply provide at each pinch-point the output correspantb the best
path rather than the full set of tokenizations. This will gwiae the best tok-
enization of the entire text.
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Phonotactic Complexity of Finnish Nouns
FRED KARLSSON

7.1 Introduction

In the continuous list of publications on his homepage, Kiorttoskenniemi
gives an item from 1979 as the first one. But this is not syrispeaking
his first publication. Here | shall elevate from internatiboblivion a report
of Kimmo’s from 1978 from which the following introductoryrgpphecy is
taken: “The computer might be an extremely useful tool fagliistic re-
search. It is fast and precise and capable of treating evge laaterials”
(Koskenniemi 1978: 5).

This published report is actually a printed version of Kimsniaster’'s
Thesis in general linguistics where he theoretically aradythe possibili-
ties of automatic lemmatization of Finnish texts, incluglia formalization
of Finnish inflectional morphology. On the final pages of thpart he esti-
mates that the production rules he formulated may be form@las analytic
algorithms in several ways, that the machine lexicon miginstst of some
200,000 (more or less truncated) stems, that there are s@d@ ihflectional
elements, that all of these stems and elements can be acatatedmn one
magnetic tape or in direct-access memory, and that rea-tomputation
could be ‘very reasonablevérsin kohtuullista if the data were well orga-
nized and a reasonably big computer were available (ib2d53%). | obviously
am the happy owner of a bibliographical rarity because Kinsrdedication
of 1979 tells me that this is the next to the last copy.

This was five years before two-level morphology was laundhet983
when Kimmo substantiated his 1978 exploratory work by présg a full-
blown theory of computational morphology and entered thermational
computational-linguistic scene where he has been a maractea ever since.

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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In the 1970s Kimmo worked at the Computing Centre of the Unsite
of Helsinki but he also studied general linguistics and gegéimself in lin-
guistic computing, i.e. the computational treatment opooa for purposes of
linguistic research. When our collaboration started inQ,9& had obtained
a copy of the magnetic tape of the Reverse Dictionary of Modiandard
Finnish (Tuomi 1972) of which he made various refined machiersions
that were of great importance for our early theoretical aescdptive work
in computational morphology.

My book Suomen kielen &anne- ja muotoraker{¢ructure of Finnish
Phonology and Morphology, Karlsson 1983) profited greatiyrf the com-
puterized lexical and other corpora provided by Kimmo. Imoeemoration
of Kimmo’s work in linguistic computing in those early daystall here
present some observations on the phonotactic complexiBinofish nouns
using those same valuable data from around 1980 out of whithlhpoten-
tial scholarly juice has yet been squeezed.

If phonemically /long/ vowels and consonants are treatezbathinations
of identical phonemes (the standard solution), Finnishdiglt vowel and
thirteen consonant phonemes, /ieaeyoceuoal/and/ptkdsh vilyhfor
which | henceforth am going to use their standard orthogcagfuivalents
<iedyoObuoaptkdshvjlrmnng>ylis phonemic only when long,
symbolized by the digraph <ng>).

Morpheme boundaries are indicated by ‘+’, syllable bouiesany the pe-
riod, ..

7.2 Number of nouns

How many nouns are there in Finnish (or in any language)? Tlestgpn
might seem silly because nouns are the prime example of anepged word
class. But the question is relevant if rephrased to cona#rerdi) the size of
the core vocabulary, i.e. the ‘central words’ presumed tarmvn by every
normal native speaker, or (ii) the number of atomic free raotphemes, to
the exclusion of derivatives and compounds. Here, | shalidranswer (i)
on the basis of the material in thiReverse Dictionary of Modern Standard
Finnish(RDF; Tuomi 1972).

The starting point of RDF was the data comprising the orilgieasion of
the standard Finnish reference dictionalykysuomen sanakirjidNS; 1952-
1962) with 207,256 entries the majority of which were moréess produc-
tively formed compounds. RDF contains all basic words véerivords, basic
components of compounds, compounds the basic parts of wliir only
in compound words, and a handful of clitics (which are notdgoproper).
In all, RDF comprises 72,711 entries which implies that theher of com-
pounds in NS is 134,545. (The machine-readable version df Rilable
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at the Department of General Linguistics, University of $iteki, has 72,785
entries.)

Of the 72,785 entries in RDF 34,673 (47.6 %) have the code ‘'S’
short for noun (including words liksuomalainen'Finn; Finnish (adj.)’,
which have homonymous nominal and adjectival readings)aBwng these
there are huge numbers of fully productive derivatives IResakoi+nti
‘parking’, nuole+skel+u‘(habit of) licking’, ost+el+ija ‘one who habit-
ually buys’, tilaatja ‘one who orders’,tanssi+jat+tar ‘female dancer’,
dumppa-+us'dumping’, suvaitse+vais+uustolerance’, riittd+mattdm-+yys
‘insufficiency’, marksi+lainen‘Marxist’. There are at least 16,000 — 17,000
fully transparent derivatives like these.

Among the remaining 18,000 — 19,000 nouns there are stillyrttzat are
morphologically more or less complex. For example, theee2ai words end-
ing in -isti and 285 ending irismilike aktivisti‘activist’, aktivismi‘activism’.
A conservative estimate is that 1,500 more nouns could bemdpased by
careful morphological (and even etymological) analysigitfiermore there
are at least 5,000 clear borrowings, e.g. around 4,000 ncamsining the
foreign letters <b d g z x f ¢ § w g> (words with the sequence <ag>not
included among these, nor are the genuinely Finnish onds<ait).

This would put the number of genuinely Finnish, morpholafficatomic
noun roots in the vicinity of 12,000, perhaps even lowerghitiithink is much
less than popular beliefs would hold. The next section sféar analysis of
the 18,500 nouns which contain no fully transparent pradecterivatives.

7.3 Canonical patterns

Table 1 depicts the incidence of monosyllabic noun rootshi nomina-
tive singular case form that belong to the core vocabulagywords which
are known to any normal speaker of Finnish. This means tigatheusical
terms such ado, re, mi, es, ais, cj®r obsolete and dialectal words and non-
assimilated borrowings are not considered, kig, huu, hyy, gnu, bei, boa,
jen, yen, sir There are eight potential monosyllabic patterns:

The 29 monosyllabic nouns listed in Table 1 comprise justation of
one percent of the 12,000 atomic root nouns surmised abtesoiily signif-
icant monosyllabic nominal pattern is CVV. This is surprgsbecause from
the viewpoint of general markedness theory one would haedigied both
that the phonotactically simpler CV-pattern would occud d@hat it would
occur more frequently than CVV. But CV-nouns (and verbs)edfectively
prohibited. The reason for the prevalence of CVV over CV carre mor-
phological either because there are CV-pronouns that grgamy inflected:
td+han ‘into this one’ (illative singular)jo+hon ‘into which’, mi+hin ‘into
which’.
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Table 1. Monosyllabic noun patterns in Finnish.

Pattern| Number| Examples

V -

A% 1 yo

cv -

CvwVv 24 hai, haéa-, jaa, koi, kuu, kyy, luu, maa, pii, puu,
pyy, paa, suo, suu, syy, saa, tee, tie, tiu, tyo
tai,voi, vuo, vyo

CcvC -

VC -

CVVC | 4 mies, syys, hius, ruis

vVvC -

sum 29

The singleton VV-wordy6 ‘night’ stands out as an exception. Monosyl-
labic VVV-strings are prohibitedaie ‘intention’ is disyllabic, cf.aikee+n
(genitive singular).

As for closed monosyllables, (C/V)VC-nouns are non-emgsiien, oas,
desare disyllabic). CVVC-nouns are extremely marginal, thare four of
them, which all have marked inflectioByys'autumn’ allows no inflection,
the other three are all inflected in different wagges‘man’- miehe+n hius
‘hair’ - hiukse+n ruis ‘rye’ - rukii+n. The inflected stems point in the direc-
tion of ‘deep’ (etymological) bisyllabicity.

We proceed to the disyllabic nouns, first those with an opeorsesyllable
(Table 2), then those with a closed second syllable (‘. éatis the location
of the syllable boundary).

The tendency to avoid long vowels and diphthongs in the sitsghable
of genuine underived noun roots is very strong. There angafdw handfuls
of such words, fractions of one percent of 4,958. Howeverdlare around
100 borrowings likefilee, revyy, turnee@nd many bimorphemic derivatives
like takuu‘guarantee’ (frontakaa, inflectional stem, ‘to guarantee’).

The most striking fact of Table 2 is the prevalence of longniaic)
first syllables , i.e. the structures CVV.CV and especiaN§G3CV which are
much more frequent that than the theoretically simplesepatCV.CV. The
trimoraic pattern CVVC.CV is almost as frequent as monolico@y.CV,
which must be considered very surprising. The share of manainy(C)V.CV
is only 756 + 61 = 817, i.e. 16%. The four-moraic pattern (CBRG/CV is
encountered only in a few borrowings. As is to be expectethitial first
syllables are much more infrequent, by a factor of 10 — 20y @¥-initial
first syllables, e.g. V.CV as compared to CV.CV. VV.V does ootur in un-
derived words but the derivativa.e ‘intention’ (ai+e, from aiko- ‘intend’)
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Table 2. Disyllabic noun patterns in Finnish with an operoseicsyllable.

Pattern Number| Examples

cv.cv 756 kala, peto, maku

V.CV 61 aho, ele, aly

CVvv.cv 950 jousi, laatu, maara, tuoli

VV.CV 52 aamu, aika, &ani

VV.V -

CvC.cv 1795 hihna, kukko, pentu

VC.CV 143 ahma, olki, amma

CvvC.cv 628 haaska, juusto, lieska

VVC.CV 33 aalto, aitta, &anne

CvCcC.cv 503 harppi, kalske, lamppu

VCC.CV 23 ankka, arkki, yrtti

(C)vvCC.CcVv | 6 aortta, nyanssi, seanssi

X.CvWV 7 ehtoo, harmaa, suklaa, vastuu, tienoo,
Porvoo, vainaa

sum 4,958

is a singleton example of this pattern. The number of unddrhisyllabic
nouns with a closed second syllable is around 800 of whichese®0 have a
bimoraic first syllable.

7.4 Conclusion

Finnish has only some 30 monosyllabic and less than 6,00@riwed bi-
syllabic nouns. Somewhat surprisingly, we have demorestritat the pro-
totypical first syllable of mono- and disyllabic nouns is biraic rather than
monomoraic. The latter would be expected on grounds reldatngeneral
phonological simplicity, i.e. the universal preference éptimal light CV-
syllables. Trisyllabic and longer nouns have not been aealyn detail here
but a fast test shows that more than 75% of them too have bimoraven
heavier first syllables. The same holds across the boardhéovacabulary:
75% of the lexemes listed in RDF have at least a bimoraic fjtkttde (CVC.
40,378, CVV. 13,899, CV. 17,171).

Why are more complex phonotactic structures so clearlyepredl over
simpler ones? Three possible causes come to mind. Firgudaes with
relatively few phonemes (e.g. Finnish with twenty-one)dt¢ém have longer
words than languages with more phonemes (Nettle 1999)., Tiniettle’s
sample of ten totally unrelated languages from differeatlst, the mean
word length of Khoisan 'Kung with 147 phonemes in its inveptoas 4.02
segments whereas that of Turkish with 28 phonemes was 6giieses,
‘word’ being defined as a random sample of fifty uninflectedstén a size-
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able dictionary. Second, bimoraic (and longer) syllablepl#y the effect of
the word-stress fixed in Finnish to the first syllable. Thfodt,morphophono-
logical reasons, new words and borrowings prefer quaivitaiver qualita-
tive consonant gradation. Quantitative gradation is fbssinly in (at least)
bimoraic syllables, e.gokki ‘rock’ - roki+n (genitive singular).
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Twenty-Five Years of Finite-State
Morphology

LAURI KARTTUNEN AND KENNETH R. BEESLEY

8.1 Introduction

Twenty-five years ago in the early 1980s, morphologicalysislof natural
language was a challenge to computational linguists. Siropt-and-paste
programs could be and were written to analyze strings inquaat languages,
but there was no general language-independent methodleaiFurther-
more, cut-and-paste programs for analysis were not réatershey could not
be used to generate words. Generative phonologists ofithatdescribed
morphological alternations by means of ordered rewritesubut it was not
understood how such rules could be used for analysis.

This was the situation in the spring of 1981 when Kimmo Koskemi
came to a conference on parsing that Lauri Karttunen hachorge at the
University of Texas at Austin. Also at the same conferenceeviwo Xerox
researchers from Palo Alto, Ronald M. Kaplan and Martin Kélye four
Ks discovered that all of them were interested and had beekingpon the
problem of morphological analysis. Koskenniemi went onatRAlto to visit
Kay and Kaplan at XerorARC.

This was the beginning of Two-Level Morphology, the first geal model
in the history of computational linguistics for the anatyand generation of
morphologically complex languages. The language-spemficponents, the
lexicon and the rules, were combined with a runtime engimptiegble to all
languages.

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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8.2 The Origins

Traditional phonological grammars, formalized by Chomskyd Halle
(1968), consisted of an ordered sequencRBiRITE RULESthat converted
abstract phonological representations into surface fahmsugh a series
of intermediate representations. Such rewrite rules hhgegeneral form
a — [/~ _ 6 wherea, (3, v, andé can be arbitrarily complex strings or
feature-matrices. The rule is read fs rewritten as3 betweeny andé”. In
mathematical linguistics (Partee et al. 1993), such rulesalledCONTEXT-
SENSITIVE REWRITE RULES and they are more powerful than regular ex-
pressions or context-free rewrite rules.

In 1972, C. Douglas Johnson published his dissertafiormal Aspects of
Phonological Descriptiopwherein he showed that phonological rewrite rules
are actually much less powerful than the notation suggéstsison observed
that while the same context-sensitive rule could be apg@aaral times re-
cursively to its own output, phonologists have always agslimplicitly that
the site of application moves to the right or to the left in $tiéng after each
application. For example, if the rule — 3 / + _ J is used to rewrite the
stringyad asv39, any subsequent application of the same rule must leave
the 8 part unchanged, affecting onty or §. Johnson demonstrated that the
effect of this constraint is that the pairs of inputs and atggroduced by
a phonological rewrite rule can be modeled by a finite-statesducer. This
result was largely overlooked at the time and was rediseal/by Ronald
M. Kaplan and Martin Kay around 1980 . Putting things into aenalgebraic
perspective than Johnson, Kaplan and Kay showed that pbgical rewrite
rules describ@EGULAR RELATIONS. By definition, a regular relation can be
represented by a finite-state transducer.

Johnson was already aware of an important mathematicalepsopf
finite-state transducers established by Schiitzenberg@ét [1there exists, for
any pair of transducers applied sequentially, an equivaiegle transducer.
Any cascade of rule transducers can in principle be compivged single
transducer that maps lexical forms directly into the cqroesling surface
forms, and vice versa, without any intermediate represienta

These theoretical insights did notimmediately lead toficatresults. The
development of a compiler for rewrite rules turned out to vey complex
task. It became clear that building a compiler required assadtep a com-
plete implementation of basic finite-state operations @ghnion, intersec-
tion, complementation, and composition. Developing a detedinite-state
calculus was a challenge in itself on the computers that wesdable at the
time.

Another reason for the slow progress may have been that weneper-
sistent doubts about the practicality of the approach fapiologicalaNAL -
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vsis. Traditional phonological rewrite rules describe the espondence be-
tween lexical forms and surface forms as a one-directicagjyential map-
ping from lexical forms to surface forms. Even if it was padsito model
the GENERATION of surface forms efficiently by means of finite-state trans-
ducers, it was not evident that it would lead to an efficieratlgsis procedure
going in the reverse direction, from surface forms to leidioems.

Let us consider a simple illustration of the problem with teemuentially
applied rewriterules,N -=> m / _p and p -> m / m _.Thecor-
responding transducers map the lexical fd@Npatunambiguously té&kam-
mat, with kampatas the intermediate representation. However if we apply the
same transducers in the other direction to the if@aumatwe get the three
results shown in Figure 1.

Lexical Strings kaNpat kampat kammat
Intermediate Strings kampat kammat
\ /

Surface Sfrings kammat

FIGURE 1 Deterministic Generation, Nondeterministic Analysis

This asymmetry is an inherent property of the generativercaah to
phonological description. If all the rules are determiniand obligatory and
if the order of the rules is fixed, each lexical form generatdg one surface
form. But a surface form can typically be generated in moemtbne way,
and the number of possible analyses grows with the numbexes that are
involved. Some of the analyses may turn out to be invalid beedhe pu-
tative lexical forms, sakammatandkampatin this case, might not exist in
the language. But in order to look them up in the lexicon, tysesn must
first complete the analysis. Depending on the number of imledved, a sur-
face form could easily have dozens of potential lexical foraven an infinite
number in the case of certain deletion rules.

Although the generation problem had been solved by Johikagrian and
Kay, at least in principle, the problem of efficient morphgitmal analysis in
the Chomsky-Halle paradigm was still seen as a formidabidlege. As
counterintuitive as it was, it appeared that analysis waspgationally a
much more difficult task than generation. Composing all the transducers
into a single one would not solve the “overanalysis” prohl&acause the
resulting single transducer is equivalent to the origiaalbade, the ambiguity
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remains.

The solution to the overanalysis problem should have beeioos: to for-
malize the lexicon itself as a finite state transducer andpos® the lexicon
with the rules. In this way, all the spurious ambiguitiesgarced by the rules
are eliminated at compile time. The resulting single traicgd contains only
lexical forms that actually exist in the language. When itiés first surfaced
in Karttunen et al. (1992), it was not in connection with ttimhal rewrite
rules but with an entirely different finite-state formalishat had been intro-
duced in the meantime, calledvo-LEVEL RULES (Koskenniemi 1983).

8.3 Two-level Morphology

In the spring of 1981 when Kimmo Koskenniemi came to the US#afaisit,
he learned about Kaplan and Kay'’s finite-state discovemrc had begun
work on the finite-state algorithms, but they would prove ¢onbany years
in the making. Koskenniemi was not convinced that efficiewtrphologi-
cal analysis would ever be practical with generative rudeen if they were
compiled into finite-state transducers. Some other way ¢dine automata
might be more efficient.

Back in Finland, Koskenniemi invented a new way to describenplog-
ical alternations in finite-state terms. Instead of casdadkes with interme-
diate stages and the computational problems they seeme@dotd, rules
could be thought of as statements that directly constrarsthiface realiza-
tion of lexical strings. The rules would not be applied sediadly but in
parallel. Each rule would constrain a certain lexical/aoef correspondence
and the environment in which the correspondence was alloweedired, or
prohibited. For his 1983 dissertation, Koskenniemi carcdtd an ingenious
implementation of his constraint-based model that did regethd on a rule
compiler, composition or any other finite-state algoritrand he called it
TWO-LEVEL MORPHOLOGY. Two-level morphology is based on three ideas:

* Rules are symbol-to-symbol constraints that are appliegairallel, not
sequentially like rewrite rules.

= The constraints can refer to the lexical context, to theamgricontext, or
to both contexts at the same time.

= Lexical lookup and morphological analysis are performetidem.

To illustrate the first two principles we can turn back to kiad&lpatexam-
ple again. A two-level description of the lexical-surfaetation is sketched
in Figure 2.

As the lines indicate, each symbol in the lexical strik@Npatis paired with
its realization in the surface stringgmmat Two of the symbol pairs in Fig-

1They weren't then aware of Johnson’s 1972 publication.
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k a N a t k a N p at
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FIGURE 2 Example of Two-Level Constraints

ure 2 are constrained by the context marked by the assodated’heN:m
pair isrestrictedto the environment having an immediately followipgn
the lexical side. In fact the constraint is tighter. In thizntext, all other
possible realizations of a lexic&l are prohibited Similarly, the p:m pair
requires the preceding surfaog and no other realization qf is allowed
here. The two constraints are independent of each othengitt parallel,
they have the same effect as the cascade of the two rewrée iruFigure 1.
In Koskenniemi’s notation, these rules are writterNamn <=> _ p: and
p:m <=>:m _ , where<=> is an operator that combines a context re-
striction with the prohibition of any other realization ftre lexical symbol
of the pair. The colon in the right context of first rufe, , indicates that it
refers to a lexical symbol; the colon in the left context af #econd rulem,
indicates a surface symbol.

Two-level rules may refer to both sides of the context at #res time.
They~ie alternation in English plural nouns could be described hyrwes:
one realizey asi in front of an epenthetie; the other inserts an epenthetic
ebetween a lexical consonaypsequence and a morpheme boundanytiiat
is followed by ans. Figure 3 illustrates thg:i andO:e constraints.

s p y[O0]+ s s [F
s pile]o s S pi e 0 s

FIGURE3 A Two-Level View of y~ie Alternation in English

Note that thee in Figure 3 is paired with @ (= zero) on the lexical level. In
two-level rules, zero is a symbol like any other; it can beduseconstrain the
realization of other symbols, as ini <=> _ 0:e . In fact, all the other
rules must “know” where zeros may occur. Zeros are treategpsitons only
when two-level rules are applied to strings.

Like rewrite rules, two-level rules describe regular riglas; but there is an
important difference. Because the zeros in two-level ratesordinary sym-
bols, a two-level rule represents BQUAL-LENGTH RELATION. This has an
important consequence: Although regular relations in garege not closed
under intersection, equal length relations have that ptgp@/hen a set of
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two-level transducers are applied in parallel, the appltine in fact simu-
lates the intersection of the rule automata and composesghestring with
the virtual constraint network.

Applying the rules in parallel does not in itself solve themnalysis prob-
lem discussed in the previous section. The two constrakegked above
allow kammatto be analyzed akaNpat kampat or kammat However, the
problem becomes manageable when there are no intermesliats bf anal-
ysis. In Koskenniemi’s 1983 system, the lexicon was reprieskas a forest
of tries (= letter trees), tied together by continuatioassl links from leaves
of one tree to roots of another tree or trédsexical lookup and the analysis
of the surface form are performed in tandem. In order to araitvthe point
shown in Figure 4, the analyzer has traversed a branch inettieoh that

A
s
|£a?;

FIGURE4 Following a Path in the Lexicon

contains the lexical stringaN At this point, it only considers symbol pairs
whose lexical side matches one of the outgoing arcs of theustate. It
does not pursue analyses that have no matching lexical path.

Koskenniemi’s two-level morphology was the first practigaheral model
in the history of computational linguistics for the anatysif morphologi-
cally complex languages. The language-specific compontrggules and
the lexicon, were combined with a universal runtime engjyiaable to all
languages.

8.4 A Two-Level Rule Compiler

In his dissertation, Koskenniemi introduced a formalismtfeo-level rules.
The semantics of two-level rules was well-defined but theas mo rule com-
piler available at the time. Koskenniemi and other earlycfitianers of two-
level morphology constructed their rule automlyehand This is tedious in
the extreme and very difficult for all but very simple rules.

Although two-level rules are formally quite different fraime rewrite rules
studied by Kaplan and Kay, the methods that had been dewkfopeom-

2TheTEXFIN analyzer developed at the University of Texas at Austin iiaen et al. 1981)
had the same lexicon architecture.
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piling rewrite rules were applicable to two-level rules asllwin both for-
malisms, the most difficult case is a rule where the symbalish@placed or
constrained appears also in the context part of the rules. fiteiblem Kaplan
and Kay had already solved by an ingenious technique foodotring and
then eliminating auxiliary symbols to mark context bounegrAnother fun-
damental insight they had was the encoding of context o#iginis in terms
of double negation. For example, a constraint suchpasitist be followed
by " can be expressed as “it is not the case that something erdlipg
is not followed by something starting witlh” In Koskenniemi’s formalism,
p=>_4dg.

In the summer of 1985, when Koskenniemi was a visitor at Stahf
Kaplan and Koskenniemi worked out the basic compilatioro@dgm for
two-level rules. The first two-level rule compiler was weittin InterLisp by
Koskenniemi and Karttunen in 1985-87 using Kaplan's impatation of the
finite-state calculus (Koskenniemi 1986, Karttunen et 887). The current
c-version of the compiler, calledwoLc, was written atPARC in 1991-92
(Karttunen and Beesley 1992).

Although the basic compilation problem was solved quicklyilding a
practical compiler for two-level rules took a long time. TheeoLc com-
piler includes sophisticated techniques for checking aslving conflicts
between rules whenever possible. Without these featwaes frule systems
would have been impossible to construct and debug. If twatraimts are in
conflict, some lexical forms have no valid surface form. Tikig& common
problem and often difficult to remedy even if the compiler ideato detect
the situation and to pinpoint the cause.

8.5 Two-Level Implementations

Koskenniemi’s Pascal implementation was quickly followsdothers. The
most influential of them was thelmMo system by Lauri Karttunen and his
students at the University of Texas (Karttunen 1983, Gajel.4983). This
Lisp project inspired many copies and variations, inclgdimse by Beesley
(1989, 1990). A freec implementation of classic Two-Level Morphol-
ogy, calledpc-kiMmMO, from the Summer Institute of Linguistics (Antworth
1990), became a popular tool.

In Europe, two-level morphological analyzers became adstahcom-

3The landmark 1994 article by Kaplan and Kay on the mathewmilatizindations of finite-
state linguistics defines the basic compilation algorittomphonological rewrite rules and for
Koskenniemi's two-level rules. The article appeared yedter the work on the two-level com-
piler was completed and just before the implementation eftircalledREPLACE RULESIN the
currentPARC/XRCE regular expression compiler. The article is accurate orfidireer topic, but
the algorithm for replace rules (Karttunen 1995, 1996, Kerapd Karttunen 1996) differs in
many details from the compilation of rewrite rules as démiby Kaplan and Kay.
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ponent in several large systems for natural language psimgesuch as the
British Alvey project (Black et al. 1987, Ritchie et al. 198P92),SRI's CLE
Core Language Engine (Carter 1995), thep Natural Language Engineer-
ing Platform (Pulman 1991) and theULTEXT project (Armstrong 1996).
ALEP andMULTEXT were funded by the European Commissibn.

Some of these systems were based on simplified two-leved,rtiie so-
calledPARTITION-BASED formalism Ruessink (1989), which was claimed to
be easier for linguists to learn than the original Koskemiirotation. But
none of these systems had a finite-state rule compierother difference
was that morphological parsing could be constrained byufeatnification.
Because the rules were interpreted at runtime and because afnifica-
tion overhead, these systems were not efficient, and twal-leerphology
acquired, undeservedly, a reputation for being slow.

At xRCE and Inxight, therwoLc compiler was used in the 1990s to de-
velop comprehensive morphological analyzer for numeranguages. An-
other utility, calledLeExc (Karttunen 1993b), made it possible to combine a
finite-state lexicon with a set of two-level rules into a $&IgEXICAL TRANS-
DUCER using a special “intersecting composition” algorithm teetulates
the intersection of the rules while simultaneously compgshe virtual rule
transducer with the lexicon. A lexical transducer can beswered the ulti-
mate two-level model of a language as it encodes compactly:

= alltheLEMMAS (canonical lexical forms with morphological tags)
= all the inflected surface forms
= all the mappings between lexical forms and surface forms.

In the course of this work it became evident that lexicalschrcers are easier
to construct with sequentially applied replace rules thih two-level rules.
Large systems of two-level rules are notoriously difficaltebug. Most de-
velopers of morphological analyzersxCe and at companies such as Inx-
ight have over the years switched to the sequential modetrandrsT tool
that includes a compiler for replace rules. The orderingpface rules seems
to be less of a problem than the mental discipline requireatad rule con-
flicts in a two-level system, even if the compiler automadljceesolves most
of them. From a formal point of view there is no substantiviéedénce; a
cascade of rewrite rules and a set of parallel two-leveltraims are just two
different ways to decompose a complex regular relationanset of simpler
relations that are easier to understand and manipulate.

4TheMULTEXT morphology tool (Petitpierre and Russel 1995) builtsgcois available at
http://packages.debian.org/stable/misc/mmorph.html

5A compilation algorithm has been developed for the partitiased formalism Grimley-
Evans et al. (1996), but to our knowledge there is no pubfehilable implementation.
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The Beesley and Karttunen (2003) boBhkiite State Morphologyde-
scribes thexFsT andLEXC tools and offers a lot of practical advice on tech-
niques for constructing lexical transducérs.

8.6 Reflections

Although the two-level approach to morphological analysés quickly ac-
cepted as a useful practical method, the linguistic insigghtind it was not
picked up by mainstream linguists. The idea of rules as [gh@nstraints
between a lexical symbol and its surface counterpart wataken seriously
at the time outside the circle of computational linguistany arguments had
been advanced in the literature to show that phonologitalredtions could
not be described or explained adequately without sequeatiaite rules. It
went largely unnoticed that two-level rules could have tmes effect as or-
dered rewrite rules because two-level rules allow the zatin of a lexical
symbol to be constrained either by the lexical side or by tiréase side. The
standard arguments for rule ordering were based om fhéori assumption
that a rule could refer only to the input context (Karttun®93a).

But the world has changed. Current phonologists, writinghie frame-
work of oT (Optimality Theory), are sharply critical of the “seridfitradition
of ordered rewrite rules that Johnson, Kaplan and Kay wataddrmalize
(Prince and Smolensky 1993, Kager 1999, McCarthy 2608)a nutshell,
OT is a two-level theory witlrankedparallel constraints. Many types of op-
timality constraints can be represented trivially as teeel rules. In contrast
to Koskenniemi’s “hard” constraints, optimality consir are “soft” and vi-
olable. There are of course many other differences. Mosbitaptly,0T con-
straints are meant to be universal. The fact that two-levlelsrcan describe
orthographic idiosyncrasies such as thee alternation in English with no
appeal to universal principles is a minus rather than a filusakes the ap-
proach uninteresting from thar point of view?®

Nevertheless, from theT perspective, two-level rules have some inter-
esting properties. They are symbol-to-symbol constrainasstring-to-string
relations like general rewrite rules. Two-level rules deahe linguist to re-
fer to the input and the output context in the same constraim notion of
FAITHFULNESS (= no change) can be expressed straight-forwardly. It is pos
sible to formulate constraints that constrain directly $heface level. These
ideas were ten years ahead of their time in 1983.

6The book includes &b that containsrwoLc, XFST, LEXC and other finite-state tools. See
alsohttp://www.fsmbook.com . The documentation forwoLc, missing from the book,
is included on theb.

"The termsERIAL, a pejorative term in aoT context, refers to sequential rule application.

8Finite-state approaches to Optimality Theory have beetoeegh in several recent articles
(Eisner 1997, Frank and Satta 1998, Karttunen 1998).



80 / LAURI KARTTUNEN AND KENNETHR. BEESLEY

It is interesting to observe that computational linguistsl 8paper-and-
pencil linguists” have historically been out of sync in thapproach to
phonology and morphology. When computational linguistglemented par-
allel two-level models in the 1980s, paper-and-pencildists were still stuck
in the serialist Chomsky-Halle paradigm. When most of thegotational
morphologists working with the Xerox tools embraced theugsedjal model
as the more practical approach in the mid 1990s, a two-laeelrty took over
paper-and-pencil linguistics by a storm in the guiseof

If one views the mapping from lexical forms to surface forrmsaaegular
relation, the choice between different ways of decompogihgs practical
consequences but it is not a deep theoretical issue for catigal linguists.
No brand of finite-state morphology has ever been promoteadtaeory about
language. Its practitioners have always been focused oprtatical task of
representing the morphological aspects of a language imatfoat supports
efficient analysis and generation. They have been remayrlsatoicessful in
that task.

Paper-and-pencil morphologists in general are not intedes creat-
ing complete descriptions for particular languages. Thesigh formalisms
for expressing generalizations about morphological phesrma commonly
found in all natural languages. But if it turns out, as in tae& ofREALIZA -
TIONAL MORPHOLOGY (Stump 2001), that the theory can be implemented
with finite-state tools (Karttunen 2003), perhaps the phssma are not as
complex as the linguist has imagined.
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Local Grammar Algorithms
MEHRYAR MOHRI

Local syntactic constraints can often be described withhhprecision. For
example, the sequences of preverbal particles in Frenghne, le, luj obey
strict rules that govern their ordering and the insertiootbier terms among
them, regardless of the remaining material forming the eserg (Gross,
1968). As such, they can be viewedasal rules orlocal grammarsSimilar
detailed local grammars have been given for time expresgMaurel, 1989)
and later for many other linguistic expressions (Grossy199

Suchlocal grammargdo not just capture some rare linguistic phenomena.
Widespread technical jargon, idioms, or clichés, lead tmmmon syntactic
constraints that can be accurately described locally withesorting to more
powerful syntactic formalisms. A careful examination oficdes written in
the financial section of a newspaper reveals for exampleathigta limited
number of constructions accounts for the description ofviréations of the
stock market, or the changes in inflation or unemploymeet rat

A local grammar may describe a set of forbidden or unavo& et
quences. In both cases, it can be compactly representedritesafitomaton.
A collection of local grammars can be combined and represeloy a more
complex finite automaton by taking the union of the simplealggrammar
automata. Novel linguistic studies keep increasing thelmenof local gram-
mars (Gross, 1997). This tends to significantly increasesitteeof the union
local grammar finite automata and creates the need for effialgorithms to
apply large local grammar automata.

This chapter presents an overview of algorithms for theiagfidn of lo-
cal grammar automata. Section 1 introduces the algoritipnoblem related
to the application of large local grammar automata. SeQioaviews two
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(a) (b)

FIGURE 1 Automata representing the possible part-of-speech taga)this; and (b)
limit; in the absence of any context.

local grammar algorithms and presents in detail the mosiefii one. It also
illustrates these algorithms by showing examples of thgtieations.

9.1 Description of the problem

Let X denote the alphabet and ldt be a local grammar finite automaton
specifying a set of forbidden sequences. We denoté () the language
accepted byA. By definition, any sequence containing a sequence accepted
by A is unacceptable. Thus, acceptable sequences mustbd.i)>+.

Let us illustrate this with an example related to part-oéesgh tagging.
Let T" be the automaton representing the set of all possible tggifia text
(Koskenniemi, 1990)I" can be obtained by concatenating simpler automata
representing the set of possible tagging for each of the wondposing the
text. Figures 1(a)-(b) show these automata for the wihrdsandlimit. The
three paths of the automaton of Figure 1(a) account for thigttiatthis may
be a singular (sing) determiner (Det) or pronoun (Pro), cadverb (Adv) as
in: Tom is this tall Similarly, the automaton of Figure 1(b) has different jgath
corresponding to the case where the wiamdt is a singular (sing) noun (N),
or the infinitive (inf), imperative (imp), or present (préeym of a verb (V),
with the third (3rd) person singular (sing) form excludedktia latter case.

Simple observations can help derive a set of forbidden sempserepre-
sented by the automatohof Figure 2. For example, whehisis an adverb,
it cannot be followed by a noun or a verb, and similarly, wheis & deter-
miner, it cannot precede a verb unless the verb is a past seqirparticiple.
The automatomM can help reduce the ambiguities of the téxsince it en-
forces that the sequences accepted must B&TH N X*L(A)X*. Figure 3
shows the automaton of accepted sequences resulting feoaptlication of
the local gramman to T'.
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FIGURE3 Accepted sequencds(T’) N X*L(A)X*.

The main problem for the application of a large local grammato a
text automatory’ is the efficient computation of an automaton representing
L(T)nX*L(A)X*. Complex local grammars automata may have in the order
of several million transitions. The alphabet includes tloeabulary of the
language considered, which, in English, has more than ROQords.

An automaton accepting*L(A)X* can thus be very large. Taking the
complement of that automaton may lead to an even larger attonsince
the worst case complexity of complementation is exponkifdiaa non-
deterministic automaton, and the result would yet need iatieesected with
T.

The next section examines several algorithms for the coatiput of an
automaton representig7’) N X*L(A)X*.

9.2 Algorithms

This section presents two local grammar algorithms. It filistusses the
properties of a simple algorithm that can be viewed as thenteotpart
for local grammar algorithms of the straightforward quaidréme string-
matching algorithm and illustrates its application. A meficient algorithm
is then described in detail, including its pseudocode, edptimization. In
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FIGURE4 (a) Simple text automatdf. (b) Simple local grammar automatehy. (c)
Result of the application ofly to Ty using the simple algorithm. (d) Application of
Ay to Ty using a more efficient algorithm.

what follows, the local grammar automatdrand the text automatdh will
be assumed to be deterministic.

9.2.1 A simple algorithm

The problem of the application of a local grammar can be vitaga gen-
eralization to automata of pattern-matching in text. A denglgorithm for
the application ofAd to 7' is to search for all sequences accepteddbstart-

ing from each state df’. If a forbidden sequence is found, the appropriate
transition is removed to disallow that sequence. This catdoe by:

= simulating the presence of a self-loop labeled with all elata of: at the
initial state ofA,;

» reading the paths d@f starting from its initial state while pairing each state
reached by a string with the set of all states od that can be reached by
x from its initial state.

This describes the algorithm of Roche (1992). Figure 4(oashits result
when using the simple text automaton of Figure 4(a) and tbal lgrammar
Ap shown in Figure 4(b). Each state of the output automaton &ira(p, s)
wherep is a state off’ ands an element of the powerset of the statesAof
At each state, the transitions of statand those of the set of statesdrare
matched to form new transitions. In general, this operatiay be very costly
because of the large number of transitions leaving thesstfte. Note that
the transition labeled with from the state(4, {0, 1,2, 3}) to (5, {4}) is not
constructed to disallow the forbidden sequeaeeb (state 4 is a final state of
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Ap).

As itis clear from this example, the algorithm is very simiiathe simple
quadratic-time string-matching algorithm seeking to rha@attern at each
position of the text, ignoring the information derived fronatching attempts
at previous positions.

The next section describes an algorithm that preciselyo#tspsuch in-
formation as with the linear-time string-matching algonit of Knuth et al.
(2977). Figure 4(d) shows the result of the application af #igorithm. Each
state of the output automaton is identified with a pair ofestgt, ¢) wherep
is a state of" andq the state ofA corresponding to the longest (proper) suffix
of the strings leading tp.

9.2.2 A more efficient local grammar algorithm

The application of a local grammar is directly related to ¢henputation of
a deterministic automaton representiiyZ(A). Let A’ be the automaton
constructed by augmenting with a self-loop at its initial state labeled with
all elements of the alphabét, and letB = det(A’) be the result of the
determinization ofA’. B recognizes the languagd& L(A). To apply the local
grammarA to 7', we can proceed as for computing the intersection 7,
barring the creation of transitions leading to a state idiedtwith a pair(p, ¢)
whereg is a final state of3.

In fact, since determinization can be computed on-the-flyaAt al., 1986,
Mohri, 1997a), the full determinization of’ is not needed, only the part rele-
vant to the computation of the intersection withHowever, if one wishes to
apply the grammar to many different texts, it is preferabledmputeB’ once
beforehand. In general, the computation®fmay be very costly though, in
particular because of the alphabet sizé which can reach several hundred
thousand.

There exists an algorithm for constructing a compact repragion of
the deterministic automaton representdgL(A) using failure transitions
(Mohri, 1997b). A failure transition is a special transitithat is taken when
no standard transition with the desired input label is faund

The algorithm can be viewed as a generalization to an arpitietermin-
istic automatom of the classical algorithms of Knuth et al. (1977) and that of
Aho and Corasick (1975) that were designed only for stringsess. When
A'is a tree, the complexity of the algorithm of Mohri (1997b)rmides with
that of Aho and Corasick (1975): it is linear in the sum of thiedths of the
strings accepted byt.

The following is the pseudocode of that algorithm in the cakere A is
acyclic.

LocalGrammafA)
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1 E—EU{(i,¢,1)}

2 ENQUEUE(S, 1)

3 while S # (0 do

4 p < DEQUEUE.S)

5 for e € Efp| do

6 q < 6(p, o)

7 while ¢ # i and d(q, [e]) = UNDEFINEDdO ¢ < (p, @)
8 if p+iandd(q,l[e]) # UNDEFINED

9 then ¢ «— &(q,[e])

10 if d(nle], ) = UNDEFINED

11 then d(nle],¢) < ¢

12 if g€ Fthen FF— FU{nle]}

13 Linle]] = Lin[e]] U {nle]}

14 ENQUEUE(S, n[e])

15 else if there exists: € L[old[n[e]]] such thalr, ¢,q) € E
16 then nle] < r

17 else if old[q] # n[e]

18 then create new state

19 for e’ € E[nle]] such thai[e’] # ¢ do
20 E — EU{(r,1[e],oldn[e])}
21 E—FEU(r,o,q)

22 old[r] « old[n[e]]

23 if old[nle]] € Fthen F — FU{r}
24 Llold[nle]]] = Llold[n[e]]] U {r}

25 nle] —r

26 ENQUEUE(S, )

27 else nle] < ¢

The algorithm takes as input a deterministic automatdhat it modifies

to construct the desired local grammar automaton. Statesase visited in
the order of a breadth-first search using a FIFO queueach statg admits
a failure transition labeled withh. The destination state of that transition is
the failure stateof ¢, which is defined as the state reached by the longest
proper suffix of the strings reachingthat are prefix of.(A). Two distinct
paths reaching may correspond to two distinct failure states forn that
caseg must be duplicated. Thus, the algorithm maintains the tiloidng
attributes:old|q], the original state from which was copied and, iff was
originally in A (i.e.old[q] = q), L[q], the list of the states obtained by copying
q.

The outgoing transitions of each state extracted from the queug (line
4) are examined. The candidate failure stat# n|e] is determined (lines 6-
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FIGURE5 Finite automatorB;, recognizing®* L(A), whereA is the automaton of
Figure 4. Failure transitions are marked with

O-2D-2-@ 2323

(@) (b)

FIGURE6 (@) Deterministic automatod; (b) deterministic automatoB recognizing
3*L(A). Transitions labeled witkh represent failure transitions.

10) as the first state on the failure pathzothat has an outgoing transition
labeled byi[e]. If n[e] is not already assigned a failure state, its failure state
is set tog andnle] is added to the queue (lines 10-14). If there exists a state
r that has the same original staterds| and hasy as a failure state, then the
destination ok is changed to (lines 15-16). Ifg is not a copy ofu[e], then
a new state is created by copying[e], the failure state of is set tog, the
destination state afis changed te andr is added to the queue (lines 17-26).
Otherwise, the destination stateeois changed t@ (line 27).

When A is not acyclic, the condition of the test of line 17 needs tgée-
eralized as described in detail in (Mohri, 1997b). An effitienplementation
of this algorithm has been incorporated in the GRM librarylgézen et al.,
2005) with the command-line utilitgrmlocalgrammar

Figure 5 shows the output of the algorithm when applied tatitematon
Ag of Figure 4(b). Each state admits a failure transition. Hileife transition
at the initial state is a self-loop. In such cases, the sefarch default state
can stop, e.g., at state 0, if a desired label sué¢itasnot be found, no further
default state is considered. The automaton of Figure 5 éssetted with
in the way previously described to produce the result (FEgi{d)).

Figure 6(b) shows another illustration of the applicatidreve it is applied
to the automaton of Figure 6(a). The special symbisl used to mark failure
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FIGURE7 (&) Local grammar automatof; (b) deterministic automatoB
recognizing:* L(A) represented with failure transitions.

transitions.

The algorithm just described admits an on-the-fly impleragon which
makes it suitable for expanding only those states and tiansiof the result
need for the intersection with.

An offline construction is preferable when multiple apptioas of the lo-
cal grammar are expected. Unlike the algorithm presentetienprevious
section, the determinization of’ is then computed just once. The resulting
automatonB’ is compact thanks to the use of failure transitions.

The use ofB’ can be further optimized in a way similar to what can be
done in the case of the algorithm of Knuth et al. (1977) ushegfollowing
observation: if a labet is unavailable a4, it is also unavailable at the default
stateq’ of ¢ if the set of labels ag’ is included in set of labels @t Let the
context ofy be defined by:

Clg) ={a €X:4(q,a) # 0}.
To speed up the use of default transitions, the new trandtinctions’ can
thus be defined as follows:

0'(g:0) — { 5’?5(q,¢),¢) otherwci]se. ! ! !

For example, the context of state 3 contains that of its de&tate 1 in the
automaton of Figure 6(b). Thus, its default transition camdzlefined to point
to the default state of state 1, that is state 0.

Figures 7 and 8 provide a full example of application of a lggammar
using the algorithm described. Figure 7(a) shows an exaaigléocal gram-
mar automatom. The application of the algorithm produces the compact
deterministic automatoB of Figure 7(b) represented with failure transitions.

Figure 8(a) shows a text automaton and Figure 8(b) the restiite ap-
plication of the application ofl to 7" obtained by intersecting with 7". The
dotted transition is a transition not constructed durireg thtersection since
it leads to the state paie, 3) where3 is a final state of3.
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0F0S 050
(@) (b)

FIGURE8 (@) Text automatofi’; (b) Result of the application of the local grammyr
toT.

9.3 Conclusion

Accurate local grammar automata are useful tools for disgumation. They
can significantly speed up the application of further tertgeissing steps such
as part-of-speech tagging or parsing. We gave a brief ostrof several local
grammar algorithms, including an efficient algorithm foeithapplication to
a text represented by an automaton.

Another natural way to define local grammars is to use corttlegendent
rewrite rules. Context-dependent rules can be efficiemthgpiled into finite-
state transducers that can then be readily applied to an ieptiautomaton
(Kaplan and Kay, 1994, Mohri and Sproat, 1996). They can kibdugener-
alized to weighted context-dependent rules compiled irdmited transduc-
ers (Mohri and Sproat, 1996).
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Twol at Work

SIUR MOSHAGEN, PEKKA SAMMALLAHTI AND TROND
TROSTERUD

10.1 Introduction

In this article, we will show two-level morphology at worlkn sections 10.2
and 10.3, we will lay out the foundation for the work, by pnetseg the
philosophy behind the Northern Saami two-level parsereletiens 10.4.1,
10.4.2 and 10.4.3 we then have a look at different applinatipedagogical
programs, spell checking and terminology management.

10.2 Two-level morphology

Languages with ample morphophonological variation poseadlem for
automatic analysis. A recapitulation of historical chan@er phonological
rules) in two-level rules may be an elegant solution fromgbimt of view of
an overall grasp of the language in question but one soonmtmdifficulties
in dealing with products of analogical levellings and oterceptions, espe-
cially when text words consist of several morphemes eadranting with
the other phonologically. One such language is Saami wherd stems in-
teracting with affixes can have over 20 phonological vasamid derivational
and inflectional morphemes interacting with word stems ehezther more
than five phonological variants.

After unsuccesfully trying different morphophonologicale approaches
to the variation stemming from morpheme interactionradexed concate-
nation model was devised. This model providgsonological/graphemic
morpheme variants with indexes (or abstract features) according to their
continuation categories, the sets of suffixes it precedegrdctice a phono-

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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logical/graphemic variant of a word stem occurring in frofia certain set
of suffixes receives an index different from that of anothemiant occurring
before a different set of suffixes.

Since the distribution of stem variants in relation to sué@ts vary from
one stem type to another, a single phonological/grapheaniamt of a word
stem may belong to two or more morphophonological varidrasdifferent
stem has two or more phonological/graphemic variants eefoe same set
of suffixes. Accordingly the suffixes are indexed accordmgheir relations
with morphophonological word stem variants.

The interaction with the word stenggehta‘hand; arm’ anajunni ‘nose’
with the nominative plural suffiXAt and the second person singular ac-
cusative possessive suffit may serve as an example. Both suffixes call for
weak gradein the stem consonant center (the consonants between sestres
and a stressless vowelnj@nni —) njuni-t ‘noses’ and giehta—) gieda-t
‘hands/arms’. However, the two suffixes call for differetera vowel alter-
nants in i-stems but not in a-stenmguni-t ‘noses’# njuna-t‘your nose’ but
gieda-t‘hands/arms= gieda-t‘'your hand/arm’. The stemguni- andnjuna-
receive different indexes or abstract features (suctiag-Nlandnjuni-N2
because they call for different sets of suffixes but so do treesponding
instances of the stegieda- (gieda-Nlandgieda-N2 because the suffixes it
precedes belong to two sets.

Since nouns have partly the same mophophonological varawerbs,
the morphophonological variants receive three kinds oéxed: NV for the
morphophonological variants of nourig,for the morphophonological vari-
ants of verbs, an& for the morphophonological variants shared by nouns
and verbs. To illustrate the use of indexes, a selection ohramd verb in-
flectional forms from three different parisyllabic steme @iven. The ex-
amples represent types which show maximal morphophorzdbgariation.
Those with monophthongs in the first syllable (suchgga ‘money’, lohti
‘wedge’, rohtu ‘grove’; sihtat ‘want’, bihtit ‘to be strong enough for some-
thing’, vihkut ‘to suspect’) or with other kinds of consonant centers (such
asgalgat‘to undo’, mahttit ‘to know how’, riggut ‘to become rich’) have a
smaller number of morphophonological variants becauseseond stem ac-
commodations such as diphthong simplification or extrangfigrade do not
manifest themselves in them. Cf. tables 1 and 2.
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TABLE 1 Noun Stemsgiehta‘hand; arm’,goahti‘hut; Saami tent’ niehku‘dream’

NomSg
lNISg
LocSg
ComSg
Ess
NomPI

NomSg+Sg2Px giehta-t
GenSg+Sg2Px

giehta-0
gihti-i
gigla-s
gida-in

giehta-n

gigda-t

gila-t

goahti-0  niehku-0
goahta-i  nihku-i
godi-s  niegu-s
gdi-in  niegu-in
goahti-n  niehku-n
godi-t  niegu-t

goahta-t nihko-t
god@a-t nigo-t

TABLE 2 Verb Stemsviehkat‘to run’, boahtit‘to come’, biehkut‘'to complain’

Inf
IndPrsSg1
IndPrsSg3
IndPrt Du3
IndPrtPI3
PotPrsSgl
CondPrsSg1
ImprtPrsSg2
ImprtPrsSg3
ImprtPrsDu2
ImprtPrsPI1
VrbGen
PrsPtcComSg
PrfPrc
PassiveStem

viehka-t
viega-n
viehk4-0
viega-iga
vihke-t
viega-Zan
viega-Sin
viega-0
vihk-os
viehkki-0
vihk-ot
viega-0
vihkki-in
viehka-n
vihkk-o-

boahti-t biehku-t
bda-n biegu-n
boahta-0  biehku-0
bidi-iga  biegu-iga
bohte-t bihko-t
Be-zan bigo-zan
bda-Sin  bigo-Sin
baa-0 biego-0
boht-os bihk-os
boahtti-0  biehkku-0
boht-ot bihko-t
badi-0 biegu-0
bohtti-in  biehkku-in
boahta-n  bihko-n
bohtt-o- bihkk-o-
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The inflectional morphemes are accompanied with a numberasfl w
stem accommodations, the ones relevant with regard to tamghes in the
paradigms are shown in table 3:

TABLE 3 Word Stem Accomodations

(@ Weak Grade (WG): hk> g, ht— d
(b) Extra Strong Grade (ESG): hk hkk, ht— htt
(c) Diphtong Simplification (DS): ie~i,0a— 0,U0— 0O

(d) Second Syllable Vowel Accomm. | (SSVAI): -4, u—o0
(e) Second Syllable Vowel Accomm. Il (SSVAIl): e, u—o0
()  Second Syll. Vowel Accomm. Il (SSVAIII): a i

(g) Second Syll. Vowel Accomm. IV (SSVAIV): a4, i—a

(h) Second Syll. Vowel Accomm. V (SSVAV): &i,i—a
(i) Second Syll. Allegro Shortening (SSAS): —+te,u—o(+a—a)
() Second Syll. Vowel Loss

Before Suffixal Vowel (SSVL): -a~-0,-i—-0,-u— -0

We can see that the distribution of these accommodationh, @awvhich
corresponds to a rule in the two-level analysis programoishre same in the
paradigms representing different stem types. Grade Adtemn, Consonant
Center Strengthening, Second Syllable Allegro ShorteaimhSecond Sylla-
ble Vowel Loss Before Suffixal Vowel occur in the same paradigc forms
for all types of parisyllabic stems but Diphthong Simplifioa and the dif-
ferent Second Syllable Vowel Accommodations do not. Onarlosspection,
however, it becomes clear that DS and SSVAs are conditionglebphono-
logical properties of the stems and that their distributidferences depend
on their applicability to different kinds of stems.

The stem variants can now be grouped according to the cotitrisaof
accommodations in the suffixes the continuation categeg#édor; if Diph-
thong Simplification is restricted to a stem type, it will Imglicated with the
stem vowel in braces. Out of the 15 groups of stem variantsirieg differ-
ent sets of suffixes in table 4, one is specific to nouns (n@ 4je specific to
verbs (nrs 3, 5, 6, 9, 10, 12-15) and 6 are shared by nouns abd (res 1,
2,6,7,8,11). This means that in the presented examples,stems have 7
variants which require different continuation categoged verb stems have
13, asin table 4.

The continuation categories presented here are conslyeiatplified for
the purposes of this paper; those in the actual program takeus kinds
of redundances as well as sequences of continuation casgato account
and are far more complex. Furthermore, most of the contionaategories
contain a number of suffixes in addition to those in the exasipl

With the indexed concatenation model outlined here, it ssgale to deal
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TABLE 4 Stem variants
(1) X1: No Accommodation

N+Sg+Nom: 0 giehta-0  goahti-0  niehku-0

N+Ess: n giehta-n ~ goahti-n  niehku-n

V+Inf: t viehka-t  boahti-t biehku-t
(2) X2: SSVAI

N+Sg+NomSg+Sg2Px:t giehta-t goahta-t  nihko-t

V+PrfPrc: n viehka-n  boahta-n  bihko-n
(3) V1: SSVAIV

V+Ind+Prs+Sg3: 0 viehka-0  boahta-0  biehku-0
(4) N1: DS(a,u) + SSVAV

N+Sg+lll: i gihti-i goahta-i nihku-i
(5) V2: DS + SSVAII

V+Ind+Prt+PI3: t vihke-t bohte-t bihko-t

(6) V3: DS + SSVL
V+Imprt+Prs+Sg3: os vihk-os boht-os bihk-os
V+Imprt+Prs+PI1: ot vihk-ot boht-ot bihk-ot

(7) X3: WG
N+Sg+Loc: s gida-s godi-s niegu-s
N+PI+Nom: t gida-t godi-t niegu-t
V+VrbGen: 0 viega-0 badi-0 niegu-0

(8) X4: WG + SSVAI

N+Sg+Gen+Sg2Px: t otla-t goaa-t nigo-t

V+Cond+Prs+Sg1: Sin viega-Sin  b@&Sin  bigo-Sin
(9) V4: WG + SSAS

V+imprt+Prs+Sg2: 0 viega-0 bda-0 biego-
(10) V5: WG + SSVAIV

V+Ind+Prs+Sgl: n viega-n bda-n biegu-n
(11) X5: WG + DS(i)
N+Sg+Com:in gida-in  gdli-in niegu-in

V+Ind+Prt+Du3: iga viega-iga lb-iga  biegu-iga
(12) V6: WG + SSVAII

V+Pot+Prs+Sgl: Zan viega-zan dmZan bigo-Zan
(13)V7: ESG + SSVAIll

V+imprt+Prs+Du2: 0 viehkki-O boahtti-0  biehkku-0
(14)V8: ESG + DS(a,i) + SSVAIII

N+Sg+Com:in vihkki-in  bohtti-in  biehkku-in
(15)V9: ESG + DS + SSVL

V+Passive: 0 vihkk-o-  bohtt-o- bihkk-o-
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with all kinds of complex morphophonologiesin a straightfard manner. It
is also relatively easy to add new morphophonological acoodations into
the analyser.

10.3 Disambiguation

Disambiguation may be done in several ways. One is Findtshtersec-
tion grammar, as suggested by Koskenniemi (1997). In oumSpeoject,
we have chosen a different path, and use constraint granasgmresented
by Tapanainen (1996), here in Eckhard Bick’s open-sourcgaavisicg(cf.
sourceforge.net/projects/vislcgrhis component is being written by Trond
Trosterud and Marit Julien. Although still under develomtét is already
good enough to match the level of statistically-based P@8ets. At its
present stage, it contains approximately 1300 disambuatles.

10.4 Twol in use

A grammatical analysator can be used for many purposes. Whexe have
a look at some areas where the Saami analysator has beenuset to

10.4.1 Pedagogical programs

The Saami analysator has been used to analyse sentencesraciive peda-

gogical syntax learning in the so-called visl project (\dk8yntax Learning)

at Syddansk Universitet. The format in itself is not depemndgon having a

grammatical analysator, but the analysator makes it plessitadd sentences
automatically. The process behind the analysis in Figurerists of three

parts:

1. The morphological analyser gives all possible analyses

2. A morphological disambiguator removes the incorrectspaad adds
syntactic functions

3. A phrase structure grammar gives the linear representathierarchi-
cal structure

At present, beta versions of the first two components areaceplThe
third component is still missing. For a sentence W{&Ci lea oastan munnje
divrras sabehiidFather has bought me a an expensive pair of skis’, the mor-
phological analyser gives the representation in Figure 1.

After disambiguation and adding of syntactic functions, same sentence
can be seen in Figure 2.

The underlying representation of the pedagogical progedest the dis-
ambiguated analysis as input, and makes a tree structuseeasin Figure
3. At present, this process is only partly automatised, tiaeketing of con-
stituents (denoted with '=") must be done manually, makinghsa compo-
nent is the next task ahead.
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"<Ah €Ei>"
"ah tti" N Sg Nom
"<lea>"
"leat” V Ind Prs Sg3
"<oastan>"
"oastit" V PrfPrc
"oastit" V¥ N Actor Sg Nom PxSgl
"oastit" V* N Actor Sg Gen PxSgl
"oastit" V¥ N Actor Sg Acc PxSgl
"oasti" N Sg Nom PxSgl
"oasti" N Sg Gen PxSgl
"oasti" N Sg Acc PxSgl
"<munnje>"
"mun" Pron Pers Sgl Il
"<divrras>"

"divrras" A Attr
"divrras" A Sg Nom
"<sabehiid>"
"sabet" N Pl Gen
"sabet" N Pl Acc
g s
"" CLB

FIGURE 1 Morphological analysis

"<Ah EEi>"

"ah ¢ci" N Sg Nom @SUBJ
"<lea>"

"leat" V Ind Prs Sg3 @+FAUXV
"<oastan>"

"oastit" V PrfPrc @-FMAINV
"<munnje>"

"mun" Pron Pers Sgl Il @ADVL
"<divrras>"

"divrras" A Attr @AN>
"<sabehiid>"

"sabet" N Pl Acc @OBJ
< >"

FIGURE 2 Disambiguated version

S:n(’ah  €ei',sg,nom) Ah Gt
P:g

=D:v(’leat’,ind,pr,3sg) lea
=H:v(‘oastit’,pcp2) oastan
A:pron(’'mun’,<pers>,1sg,ill) munnje
0Od:g

=D:adj('divrras’,attr) divrras
=H:n('sabet’,pl,acc) sabehiid

FIGURE 3 Underlying representation in the pedagogical program
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A pilot set of 200 Saami sentences will shortly be includedthe
http://visl.sdu.dk/visl/As soon as they become part of that pedagogical plat-
form, the sentences will be reused in a large range of pedegqgograms,
ranging from interactive syntax analysis via word-classadimg games to
text analysis.

Later, when the analysator becomes better, it will also kesipée to of-
fer an open system, where the computer analyses user indutfeers an
interface for the user to analyse for himself.

10.4.2 TWOL as generator 1: paradigm generation for a
terminological database

The bidirectional nature of the two-level model makes itaideot only for
analysis but also for generation of word forms. An exampléhisf is seen in
Figure 4, using the current North Saami transducer.

xfst[1]: apply up
apply up> mana
manna+N+Sg+Acc
manna+N+Sg+Gen

xfst[1]: apply down
apply down> manna+N+Sg+Acc
mana

FIGURE4 Analysis and generation of the same word form using the samevel
model in oposite directions

This feature of the two-level model will be put into use in an@olog-
ical database developed by the Saami parliamentpt// www.risten.noy
to generate complete paradigms at runtime of any entry inlgte@base. The
paradigm generation will first be implemented for North Saamd later for
Julev (Lule) Saami and other Saami languages.

Unless special attention is paid to homonym entry words different
inflections, the simple application of a two-level modellie oposite direc-
tion will overgenerate, leading to wrongly generated wanahfs. One way of
dealing with the overgeneration would be to add a uniquegtd homonyms
as part of their lexical entry, as shown in Figure 5. This wicehsure round-
trip consistency without over-generation (one will alwdyesable to gener-
ate exactly what was analyzed), but would complicate gdioeraf such
homonyms if no analysis is available: without knowing thiés i homonym,
how would one know that the word requires a special tag to bergged?

With appropriate rules for dealing with homonym indice®likl and_2,
the analysis output (and hence the generator input) wouldde the neces-
sary info to generate complete and accurate paradigms wtith@rgenera-
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beassi:beassi_1 GOAHTI ;
beas0s0i:beas’si_2 GOAHTI ;
ara:ara_1 GOAHTI ;
a0ra0:arran2_2 SEAMU ;

FIGURE5 Homonym lexical entries with an additional differentiatordifferentiate
them in analysis and generation

tion.

10.4.3 Spell checker

Using two-level technologies for making spellers was eariya pretty ob-
vious application of it (see Arppe (2002) for a summary of difeerent ini-
tiatives in Finland), and one way of implementing orthodpiapcorrection
is briefly described in Beesley and Karttunen (2003). Coneciaeimple-
mentations have been available since 1986 from Lingsoft @yFfnnish,
then Swedish, later also several other languages. For égaguwith rich in-
flectional and/or derivational morphology and free compbng, like Saami
languages as well as many others, using a two-level or siayilgroach is in
practice the only possibility.

Two-level technology is not only good for spellers. For laages with free
compounding, using two-level technologies can also imgroyphenation,
cf. Karlsson (1985). A commercial implementation is avaligsfrom Lingsoft
Oy, and described dttp://www.lingsoft.fi/doc/d-finhyp9.html

Since October 2004 the Norwegian Saami Parliament has beemg a
project to create proofing tools for North and Julev (Luleji®a The project
is based on the work by Pekka Sammallahti and the projedie aitiversity
of Tromsg,, described earlier in this article.

Handling descriptive and normative models at the same time

The proofing tools project is using the same lexicons as diaami lan-
guage technology projects at the University of Tromsg,.[&thie university
projects by nature are descriptive and want to be able to/s@dloth stan-
dard orthography and common substandard variants, théipgdools’ goal
is to help authors make written text conform to orthograptémdards. The
language of the proofing tools is thus a subset of the langohtiee other
projects, and to create a two-level model for proofing toeis,need to ex-
tract this subset language.

A very simple, but often sufficient, way of doing this is to addom-
ment to unofficial variants, and remove these variants usrgprocessing
methods in a preprocessing stage before compiling thedexigpically us-
ing 'grep’. This is how it is implemented in the present versof the North
Saami TWOL, cf Figure 6, where the commé&BUBmMarks substandard vari-
ants.
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leans#manOni:leans#man’ni VIVVA ;
lens#manOni:lens#man’ni VIVVA ; ISUB
kapihtal GAHPIR ; ISUB

sektor GAHPIR ; !SUB

FIGURE6 Example North Saami entries with comments for substandards

Another method would be to use the network operations daila cur-
rent language technology tools such as the Xerox Finite $oals described
in Beesley and Karttunen (2003). Using network subtradtimould be pos-
sible to remove from the full (descriptive) language modelfanguage con-
taining all and only a specified feature, e.g. +Sub. This wailgo imply that
substandard variants that are morphophonological ratiaerlexical in their
nature could easily be removed, which is not necessarilgipeswith the
preprocessing approach discussed above.

Extending both the approaches briefly discussed above vatstdmake
it possible to cover dialectal variation. Comparative ferof North Saami
adjectives have one standard variant used in western tiakeed another
standard form used in eastern dialects. Each of these tigieaps has in
addition another variant ending in -u, which is not part af tirthography,
but used orally and thus sometimes showing up in print. Alkfeariants are
listed in Figure 7, in theitexcrepresentation.

Lexicon EABBO/EAMOS_CONT

+Comp+W:eabbo EABBU ; ! Parallel form Standard. West
+Comp+E:ab’bo EABBU ; ! Parallel form Standard. East
+Comp+W+Sub:eabbu EABBU ; ! Parallel form Not standard. Wes t
+Comp+E+Sub:ab’bu EABBU ; ! Parallel form Not standard. Eas t

FIGURE 7 Dialectal variation of Comparative, both standard and ssutakard variants

We have introduced two more tags in the description abaWeand+E, to
denote western and eastern dialects respectively. We ls&vased a lexc tag
+Subinstead of a comment to identify substandard variants.dJasiy of the
methods above we can extract any combination of these p&gesnthat is,
including or excluding substandard variants, for eastenwestern dialects.
In a speller context, this can be used to e.g. create a mace seller, by
excluding forms not relevant for the user.

TWOL as generator 2: full form list generation for LT-weak sp ellers

The proofing tools project at the Saami parliament will czesptellers and
hyphenators for several applications on Windows, MacOSLamux, using
several different speller engines. Some of these engireedietated by the
applications the project needs to make spellers for, foero#pplications it
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has been a goal to reduce the dependency on commercial edfhiwanuch
as possible. The most likely such speller engine is Aspéib(//aspell.net),

a derivative of iSpell, which employs a simple one-levebau&ton model for
its engine. Aspell is open source, freely available, and iem all operating
systems the project plans to support. In addition, it plug®ia multitude of
applications on all platforms. Aspell’s only weaknesssdiihited descriptive
power, that is - the missingvo level, which makes it quite hard to write
spellers for languages with complex morphophonology.

Recreating the linguistic model in the limited format of Adds not an
attractive choice: we do not want to maintain two sets of sediles, let
alone make sure they are syncronised. Developing a goodiditigmodel is
in itself a huge task, and it is imperative that we can, witsanable effort,
reuse what has already been done.

Thanks to the bidirectional nature of the two-level modelis irelatively
easy today to circumvent the limitations of spellers likep&l$ to a large
degree. As long as a transducer is non-circular, we can @seatgenerator
to not only produce paradigms as described in Section 1®dt2o print out
the whole language of the transducer. The circular pointainlexicon are
marked up, which makes it trivial to extract a subset of it th@on-recursive
with a simplegrep command. This subset still contains all the non-circular
word formation, such as derivation, plus all the inflection.

Though quite substantial, such a generated full-form lig @f course
not have satisfying lexical coverage unless the underligirigon source files
are themself «complete». dompletdexicon does not exist, but to make the
actual lexicon as close to the ideal one as possible witténstope of the
proofing project, we will add to the lexicon all entries foundvailable writ-
ten materidl, including all compounds, such that the total lexical cager
should be quite good. It still remains to be seen whether ¢isalt will be
satisfying. The following criteria will be essential in éwating whether we
are successful:

= size of resulting binary dictionary file
= speed of the speller

= precision and recall of the speller

= relevance of given suggestions

Using a full-form list also defeats another benefit of auttoma and trans-
ducers, namely the space-efficient construction of regntaphology in con-

1The proofing project is building a corpus of Saami texts togewith the disambiguator
project; the corpus will hopefully contain substantialtpaf the total body of Saami texts written
in modern orthography
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tinuation lexicons. iSpelland lately Aspefl support what is called "affix
compression” using "affix lexicons", which is a limited irepientation of
continuation lexicorfs The Divvun project will look into whether it would
be possible to generate such affix lexicons automaticadiyfthe generated
full-form list, or at least with minimal effort maintain shaffix lexicons.

This will be especially important if the resulting binaryieons turn out to

be very large without affix compression.

10.5 Summing up

In this article we have tried to describe issues in the dgraknt of the North
Saami two-level model, and some of the applications for vitibas been, or
is going to be put to work. With the resent projects for pedgacal software
and proofing tools, it is possible to secure a place in the modéital world
for small languages like North Saami by using language telcigy rooted in
Koskenniemi (1983).
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Two Notions of Parsing
JoAKIM NIVRE

The termparsing derived from Latinpars orationis(parts of speech), was
originally used to denote the grammatical explication afteaces, as prac-
ticed in elementary schools. The term was later borrowerldnmputer sci-
ence and linguistics, where it has acquired a specializesesie connection
with the theory of formal languages and grammars. Howewepractical
applications of natural language processing, the termsis aéed to denote
the syntactic analysis of sentences in text, without refegeo any particular
formal grammar, a sense which is in many ways quite closedatlginal
grammar school sense.

In other words, there are at least two distinct notions o$iparthat can be
found in the current literature on natural language prangssotions that are
not always clearly distinguished. | will call the two notegrammar parsing
andtext parsing respectively. Although | am certainly not the first to netic
this ambiguity, | feel that it may not have been given therdite that it de-
serves. While it is true that there are intimate connectlmetsveen the two
notions, they are nevertheless independent notions witk different prop-
erties in some respects. In this paper | will try to pinpohese differences
through a comparative discussion of the two notions of pgrsthis is mo-
tivated primarily by an interest in the problem of text pagsand a desire
to understand how it is related to the more well-defined @wbbf gram-
mar parsing. In a following companion paper | will go on toatiss different
strategies for solving the text parsing problem, which mayay not involve
grammar parsing as a crucial component.

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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S — NPVPPU JJ — Economic
VP — VPPP JJ — little
VP — VBDNP JJ — financial
NP — NPPP NN — news
NP — JINN NN — effect
NP — JJINNS NNS — markets
PP — INNP VB — had
PU — IN — on

FIGURE 1 Context-free grammar for a fragment of English

11.1 Grammar Parsing

The notion of grammar parsing is intimately connected tortbgon of a
formal grammarG defining a formal languagé&(G) over some (terminal)
alphabet:. Theparsing problentan then be defined as follows:

Given a grammals and an input stringg € 3%, derive some or all of the
analyses assigned ioby G.

The analysis of formal grammars and their parsing problemes @pack to the
pioneering work of Noam Chomsky and others in the 1950’s ammdicues
to be a very active area of research. The most widely usedalagrammar,
both in computer science and in computational linguist&thecontext-free
grammar(CFG) of Chomsky (1956). Figure 1 shows a context-free gramm
defining a fragment of English including the sentence arealyin Figure 2,
which is taken from the Wall Street Journal section of therP&reebank
(Marcus et al., 1993).

Over the years, a variety of different formal grammars hagenbintro-
duced, many of which are more expressive than the CFG modehativated
by the desire to provide a more adequate analysis of natmglulge syn-
tax. This development started with the transformationahgnars of Chom-
sky (1957, 1965) and has continued with syntactic theoiles ILexical-
Functional Grammar (Kaplan and Bresnan, 1982) and HeaceD#Phrase
Structure Grammar (Pollard and Sag, 1994). In recent ydas has been
a special interest in so-called mildly context-sensitivangmars, exempli-
fied by Tree-Adjoining Grammars (Joshi, 1985) and Combiya€@ategorial
Grammar (Steedman, 2000), which appear to strike a gooddtmlaetween
linguistic adequacy and computational complexity. Howgtleere has also
been considerable interest in grammars that are less ekt more effi-
cient, notably frameworks based on finite-state technigefe&oskenniemi,
1997).
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S
VP
NP
/\PP
NP NP NP PU

TN

/\ /\
J|J N|N VI?D J|J N|N I||\l J|J Nl|\IS

Economic news had little effect on financial markets

FIGURE2 Constituent structure for English sentence

Solving the parsing problem for a specific type of grammaunires a pars-
ing algorithm, i.e. an algorithm that computes analysesfsiringz relative
to a grammaiGG. Throughout the years a number of different parsing algo-
rithms for different classes of grammars have been propasddanalyzed.
For context-free grammars, some of the more well-knownrélyos are the
Cocke-Kasami-Younger (CKY) algorithm (Kasami, 1965, Ygan 1967),
Earley’s algorithm (Earley, 1970), and the left corner aiigpon (Rosenkrantz
and Lewis, 1970). These algorithms all make use of tabuldtictore partial
results, which potentially allows exponential reducti@fighe search space
and thereby provides a way of coping with ambiguity. Thisetyif method,
which constitutes a form afynamic programmin§Cormen et al., 1990), can
also be generalized to more expressive grammar formalisms.

Traditional parsing algorithms can be describedcasstructivein the
sense that they analyze sentences by constructing syntaptiesentations
in accordance with the rules of the grammar. An alternativéhis is to
use aneliminative parsing strategy, with treats the grammar as a set of
constraints and views parsing as a constraint satisfagtioblem. In this
approach, which is found in different forms in frameworkglswas Con-
straint Grammar (Karlsson, 1990, Karlsson et al., 1995 lRh Constraint
Grammar (Koskenniemi, 1990, 1997), and Constraint Depsryd&rammar
(Maruyama, 1990), sentences are analyzed by successliralpaing rep-
resentations that violate constraints until only validresggntations remain.

I will make no attempt to review the vast literature on gramiparsing
here but will concentrate on some general observationsecoimg the prop-
erties of the parsing problem and the methods used to solkest of all, it
is worth noting that the parsing problem for a class of gransn®a well-
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S
/VP\
VP PP
NP NP NP PU

J|J N|N VI|3D J|J N|N |||\l J|J Nl|\|S

Economic news had little effect on financial markets

FIGURE 3 Alternative constituent structure for English sentence

definedabstract problemn the sense of algorithm theory (Cormen et al.,
1990), i.e. a relation between a debf inputs, which in this case are pairs
consisting of a grammaF and a stringe, and a se© of outputs, which are
syntactic representations of stringslifiG). A parsing algorithm provides a
solution to this problem by computing the mapping from a#uit inputs to
outputs.

Secondly, the parsing problem for formal grammars is intétyatied to
the correspondingecognition problemi.e., the problem of deciding whether
the stringz is in L(G). It is only strings inL(G) that receive an analysis in
the parsing process, and most parsing algorithms in fage $bé recognition
problem simultaneously.

Thirdly, we note that the analyses to be assigned to a phaticyput string
x are completely defined by the gramnlritself. For example, iiG is a
context-free grammar, we may be interested in the numbeisthdt parse
trees that result from derivations efrom the start symbao$ of G. In princi-
ple, this means that the correctness of a parsing algoritmbe established
without considering any particular input strings, since #et of all input-
output pairs are given implicitly by the grammaritself.

The abstract nature of the grammar parsing problem is retleict the
evaluation criteria that are usually applied to parsinghods in this context.
For example, a parsing algorithm is said todmasistentf, for any grammar
G and input stringe, it only derives analyses far that are licensed bg; it
is said to becompletef, for any G andz, it derivesall analyses for: that
are licensed byr. For example, the grammar in Figure 1 is ambiguous and
assigns to our example sentence not only the analysis ird-@ulut also
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the analysis in Figure 3. Thus, a complete parsing algoritiust compute
both these analyses, while a consistent algorithm mustaropate any other
analysis. However, both consistency and completenessecarolben without
considering any particular gramméf or input stringz, given the formal
definition of the class of grammars and the relevant notidkedvation and
representation.

The same goes for considerations of efficiency, where prafcdemplex-
ity, either for particular parsing algorithms or for classd# grammars, pro-
vide the most relevant tools for evaluation. For a contes¢-fgrammar=,
parsing can be performed i(n3) time, wheren is the length of the in-
put stringx, using a dynamic programming algorithm. For mildly context
sensitive grammars, parsing complexity is still polyndmiatypically O(n°)
— while for more expressive formalisms running time becomgsonential
in the worst case. By contrast, systems based on finite{gtelt@iques nor-
mally support parsing i(n) time. Research on the complexity of linguis-
tically motivated classes of grammars was pioneered byoBaat al. (1987)
and has been followed by a wide range of subsequent studies.

Although complexity results often need to be supplementegdrictical
running time experiments, as shown for example by Carr@94), the role
of empirical evaluation remains limited in grammar parsiegpecially as far
as correctness is concerned. This follows from the factgrenmar parsing
is an abstract and mathematically well-defined problemciwvban be studied
using formal methods only.

11.2 Text Parsing

Text parsing is concerned with the syntactic analysis of (more or less3-un
stricted text. This notion of parsing therefore appliesdo@ete manifesta-
tions of a languagé, where we cannot necessarily assume thiata formal
language. In particular, we are of course interested in #se evherd. is a
natural language, or possibly a restricted subset of a aldamguage. | as-
sume that @extin a languagd. is a sequenc& = (z1, ..., x,) of sentences
(strings)x;, and | define théext parsingproblem as follows:

Given a textI’ = (z1,...,x,) in languageL, derive the correct analysis for
every sentence; € T.

The termsentenceshould be understood in the sensdaeft sentenceather
thansystem sentendgyons, 1977), i.e., it refers to a segment of text with-

1The termtextin text parsingis not meant to exclude spoken language, but rather to empha-
size the relation to naturally occurring language use.@lgh | will have nothing to say about
the parsing of spoken utterances in this paper, | want themaff text parsing to encompass
both written texts and spoken dialogues. An alternativen teould bediscourse parsingbut it
seems that this would give rise to misleading associatibasddferent kind.
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out any specific assumptions about syntactic completemegber structural
properties. What constitutes a sentence in this sense rfiayfddm one lan-
guage to the other and may not always be completely cleatrcilite context
of this paper | will simply disregard this problem, althougls well-known
that the problem of sentence segmentation in text proagsiar from trivial
(Palmer, 2000).

To exemplify the notion of text parsing, let us return agaithte example
sentence from Figure 2. In its original context, which isx teken from the
Wall Street Journal and included in the Penn Treebank, #rigesice has an
interpretation that corresponds to the analysis in Figure tather than the
alternative analysis in Figure 3. Therefore, the formehaisis the one and
only correct analysis in the context of text parsing.

Let us now return to the observations made with respect tmigyar pars-
ing in the previous section and see in what respects texinggissdifferent.
First of all, it is not clear that text parsing is a well-defingbstract problem
in the same sense as grammar parsing, especially not wheonseler texts
in a natural language. Itis true that text parsing has thettre of a mapping
problem, but in the absence of a formal definition for the leageL, there
is no precise delimitation of the input set. Moreover, efema can agree on
the formal properties of output representations, theremiformal grammar
defining the correct mapping from inputs to outputs. For gxlanthe syn-
tactic representation in Figure 2 is clearly of the kind tteh be defined by
a context-free grammar. But according to my conception eftéxt parsing
problem, there is no specific instance of this formal gramtimatr defines the
mapping from input strings to specific representations.

One way of looking at the problem is instead to say that it ie@pirical
approximation problemwhere we try to approximate the correct mapping
given increasingly large but finite samples of the mappitatien. Needless
to say, this is a view that fits very well with a data-driven eggeh to text
parsing, but the main point right now is simply that, unlikammar parsing,
the problem of text parsing lacks a precise characterizatiéormal terms.

Secondly, text parsing lacks the connection between paesid recogni-
tion that we observed for grammar parsing. This is a diregsequence of the
fact that the input language is not formally defined, whichangethat recog-
nition is not a well-defined problem. Therefore, we can n@kmequirethat
an input string be part of the language to be analyzed. In casss, we in-
stead have tassumehat any text sentence is a valid input string. And if we
want to be able to reject some input strings as ill-formeehtive cannot refer
to a formal language definition but must appeal to some offiterion 2

2For certain practical applications, such as grammar chggki is obviously both relevant
and necessary to reject certain strings by appeal to a pteergrammar, but it can be prob-



112 / LAKIM NIVRE

Thirdly, while there is no reference to a grammar in the dadiniof text
parsing, there is reference to a sequence of sentenceslipgaitextual con-
text for each sentence to be analyzed. This is based on tbhenpsen that
text parsing deals with language use, and that the analysigred to a sen-
tence is sensitive to the context in which it occurs. In jgatér, | assume that
each text sentence has a single correct analysis, eversifrthg of words re-
alizing the sentence may be found with other interpretatinmmther contexts.
In other words, text parsing entails disambiguation.

However, the absence of a formal grammar also means thatedesoene
external criterion for deciding what is the correct anayer a given sentence
in context. For natural languages, the obvious criteriong®e is human per-
formance, meaning that an analysis is correct if it coingidgh the interpre-
tation of competent users of the language in question. €add to the notion
of anempirical gold standard.e. a reference corpus of texts, where each rel-
evant text segment has been assigned its correct analyaitlojan expert.
In the case of syntactic parsing, the relevant segmentseatersces and the
corpus will normally be d@reebank(Abeillé, 2003, Nivre, 2005). Thus, my
reason for saying that the analysis given in Figure 2 is cbisesimply that
this is the analysis found in the Penn Treebank.

The use of treebank data to establish a gold standard foptestng is
problematic in many ways, having to do both with the repres@rity of the
corpus material and the reliability and validity of the tbaek annotation.
And even if we can establish a gold standard treebank, itomlly provide us
with a finite sample of input-output pairs, which means that generaliza-
tion to an infinite language will have to rely on statistiaaerence. Thisisin
marked contrast to the case of grammar parsing, where trsstency and
completeness of parsing algorithms, for any grammar andranyt, can be
established using formal proofs.

The empirical nature of the text parsing problem is reflectisd in the
evaluation criteria that are applied to parsing methodsis ¢ontext. Since
notions of consistency and completeness are meaningléss absence of a
formal grammar, the central evaluation criterion is indtdae empirical no-
tion of accuracy which is standardly operationalized as agreement witt gol
standard data. However, it is important to remember that) évough it is of-
ten difficult to apply formal methods to the text parsing peob itself given
its open-ended nature, the parsing methods we develop tavidlkeahis prob-
lem can of course be subjected to the same rigorous analysigarithms
for grammar parsing. Thus, if we are interested in the efiigyeof different
methods, we may use results about theoretical complexigtgafrithms as
well as empirical running time experiments. However, fa tentral notion

lematic in the general case.
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of accuracy, there seems to be no alternative but to rely guireral evalua-
tion methods, at least given the current state of our knoyded

11.3 Competence and Performance

The discussion of grammar parsing and text parsing leadsailgtto a con-
sideration of the well-known distinction betweenmpetencend perfor-
mancein linguistic theory (Chomsky, 1965)It may be tempting to assume
that grammar parsing belongs to the realm of competencég velxit parsing
is concerned with performance. After all, the whole tramitof generative
grammar in linguistics is built on the idea of using formahigimars to model
linguistic competence, starting with Chomsky (1957, 1968)e idea that
natural languages can be modeled as formal languages thetassts as dif-
ferent as Chomsky and Montague (1970). Within this tradijtio might be
natural to view the study of grammar parsing, when appliedatural lan-
guage, as the study of idealized human sentence processing.

The traditional notion of linguistic competence has relgebéen called
into question, and it has been suggested that many of thegieptypically
associated with linguistic performance, such as frequeffects and prob-
abilistic category structure, also belong to our lingaistompetence (Bod
et al., 2003). While the nature of linguistic competence Isotly debated
and controversial issue, it seems unproblematic to asshatéeixt parsing is
concerned with performance, at least if we want to use tesdipg methods
to build systems that can handle naturally occurring tektss means that
a model of linguistic competence is of use to us only if it candoupled
with an appropriate model of performance. So, regardlesghether gram-
mar parsing is a good model of linguistic competence or hist still an open
guestion what role it has to play in text parsing (cf. Char2if)1).

11.4 Conclusion

The main conclusion that | want to draw from the discussiothia paper
is that grammar parsing and text parsing are in many waysalkylidiffer-
ent problems and therefore require different methods. ttiquéar, grammar
parsing is an abstract problem, which can be studied usimgyalomethods
and internal evaluation criteria, while text parsing is amp&ical problem,
where formal methods need to be combined with experimeretthods and
external evaluation criteria. In a following companion pap will discuss
different methods that have been proposed for text parSoge of these
methods crucially involve grammar parsing; others do not.

SBefore Chomsky, similar distinctions had been proposed aysSure (1916), between
langueandparole, and by Hjelmslev (1943), betwesystenandprocess among others.
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Computational Morphologies for Small

Uralic Languages
GABOR PROSZEKY AND ATTILA NOVAK

12.1 Introduction

This article presents a set of morphological tools for srdadllic languages.
Various Hungarian research groups specialized in FinnoeUgguistics
and a Hungarian language technology company (MorphoLdgigg initi-
ated a project with the goal of producing annotated ele@troarpora for
small Uralic languages. The languages described includel\io Udmurt
(Votyak), Komi (Zyryan), Mansi (Mogul), Khanty (Ostyak)umdra Nenets
(Yurak) and Nganasan (Tavgi). Most of these languages al@gered, some
of them are on the verge of extinction, so their documentatoan urgent
scientific task. The most important subgoal of the projed teecreate mor-
phological analyzers for the languages involved.

In the project, we used the morphological analyzer enginledalu-
mor ('High speed Unification MORphology’) developed at Morploglic
(Proszeéky and Kis (1999)), which had been first successéyplied to an-
other Uralic (Finno-Ugric) language, Hungarian, and latevarious Slavic,
Germanic and Romance languages. We supplemented the enaljz two
additional tools: a lemmatizer and a morphological gemersle present the
tools through their application to the Komi language, sfiealy to the stan-
dard Komi-Zyryan dialect.

Creating analyzers for the two Samoyed languages involvdtki project,

1The project was funded by the National Research and DevappRrogrammes of Hungary
(‘Complex Uralic Lingustic Database’, NKFP 5/135/2001).
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Nenets and Nganasan, turned out to be a great challengeadiyamorphol-
ogy and especially its phonology is very complex and thelabhs linguis-
tic data and their linguistic descriptions proved to be mptete and partly
contradictory, which made numerous revisions to our coatpmrial model
necessary. Thus using the Humor formalism, which we sufidgsapplied
to other languages in and outside the project, was not fleaisitthe case of
Nganasan, as shown in the second part of the present avlielased instead
the regular relation calculus based toolgéttof Xerox to create the analyzer.

12.2 The Humor Tools
12.2.1 Features of the Morphological Analyzer

The Humor analyzer performs a classical 'item-and-arrerege’ (IA) style
analysis. The input word is analyzed as a sequence of mdtjghsegmented
into parts which have (i) a surface form (that appears as qfatte input
string), (ii) a lexical form (the 'quotation form’ of the mpheme) and (iii) a
category label (which may contain some structured infolonadr simply be
an unstructured label). The lexical form and the categdrglleogether more
or less well identify the morpheme of which the surface fosran allomorph.

The analyzer produces flat morph lists as possible analgse=s it con-
tains a regular word grammar, which is represented as a-Btdate automa-
ton.

The following is a sample output of the Humor analyzer forKleeni word
form kylanly (‘to a listener/listening one’).

analyzer>kylanly
kyv[S_V]=kyl+an[D=A_PImpPs]+ly[l_DAT]
kyv[S_V]=kyl+an[D=N_Tool]+ly[|_DAT]

Morphs are separated by signs from each other. The representation
of morphs islexical form[category label]=surface form
A prefix in category labels identifies the morphological gaty of the mor-
pheme (stem, derivational/inflectional suffix). In the caséerivational af-
fixes, the syntactic category of the derived word is alsormgive

12.2.2 How the analyzer works

The program performs a search on the input word form for ptessinalyses.
It looks up morphs in the lexicon the surface form of which chas the
beginning of the input word (and later the beginning of the yeanalyzed
part of it). The lexicon may contain not only single morphs &iso morph
sequences. These are ready-made analyses for irregutas fifrstems or
suffix sequences, which can thus be identified by the anaiyzarsingle
step, which makes its operation more efficient.

In addition to assuring that the requirement that the serfacm of the
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next morpheme must match the beginning of the yet unanalyaedf the
word (uppercase-lowercase conversions may be possibbegtistwo kinds
of checks are performed by the analyzer at every step, whaleran early
pruning of the search space possible.

On the one hand, it is checked whether the morph being caeside the
next one is locally compatible with the previous one. On ttieephand, it is
examined whether the candidate morph is of a category wiagether with
the already analyzed part, is the beginning of a possiblelwonstruction
in the given language. Possible word structures are desthip an extended
finite-state automaton.

12.2.3 The Lemmatizer

Our ‘lemmatizer’ tool, built around the analyzer core, dossre than just
identifying lemmas of word forms: it also identifies the egpd morphosyn-
tactic features. In contrast to the more verbose analyseiiped by the core
analyzer, compound members and derivational suffixes dapmear as in-
dependent items in the output of the lemmatizer, so thenatestructure of
words is not revealed.

The analyses produced by the lemmatizer are well suitecufdr tasks as
corpus tagging, indexing and parsing. The output of the latrrar and the
analyzer is compared in the example below:

analyzer>kylanly
kyv[S_V]=kyl+an[D=A_PImpPs]+ly[l_DAT]
kyv[S_V]=kyl+an[D=N_Tool]+ly[|_DAT]
lemmatizer>kylanly
kylan[N][DAT]
kylan[A][DAT]

The lemmatizer identifies the word forkylanlyas the dative of the noun
or adjective (in fact: participleylan(‘listener’, ‘listening one’).

12.2.4 The Generator

The generator produces all word forms that could be re#dizatof a given
morpheme sequence. The input for the generator is a lemroavés by a
sequence of category labels which express the morphosirfeatures the
word form should expose.

The generator is not a simple inverse of the correspondiatyaer, thus
it can generate the inflected and derived forms of any myltprived and/or
compound stem without explicitly referring to compound bdaries and
derivational suffixes in the input even if the whole compléns is not in
the lexicon of the analyzer. This is a useful feature in theeaaf languages
where morphologically very complex stems are commonplace.
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The following examples show how the generator produces #ected
form of the derived nominal stekylan, which is not part of the stem lexicon,
and the explicit application of the derivational suffix (atheé same inflec-
tional suffix) to the absolute verbal root of the word.

generator>kylan[N][DAT]
kylanly

generator>kyv[V][_Tool][DAT]
kylanly

It is possible to describe preferences for the cases whentairceet of
morphosyntactic features may have more than one possiidieaton. This
can be useful for such applications of the generator as enegtion in ma-
chine translation applications, where the generation afigles word form is
required.

12.3 The Morphological Database

Various versions of the Humor morphological analyzer haaerbin use for
over a decade now. Although the analyzer itself proved tabeffécient tool,
the format of the original database turned out to be probiienfeor the an-
alyzer to work efficiently, the data structures it uses contedundant data.
However, these redundant data structures are hard to rehdhadify for
humans. So we built a morphological description develograanironment
which facilitates the creation of the database.

12.3.1 Creating a Morphological Description

In the environment, the linguist has to create a high level&readable de-
scription which contains no redundant information and tetean transforms
it in a consistent way to the redundant representationstwthie analyzer
uses. The work of the linguist consists of the following sk

a. Identification of the relevant morpheme categoiiethe language to be
described (parts of speech, affix categories).

b. Description of stem and suffix alternatioast operation must be described
which produces each allomorph from the lexical form of thepheme for
each phonological allomorphy class. The morphs or phoncébgr phono-
tactic properties which condition the given alternatiorstrioe identified.

c. Identification of featuresall features (pertaining to the category or shape
of morphemes, or to the idiosyncratic allomorphies triggkplaying a role
in the morphology of the language must be identified.

d. Definition of selectional restrictions between adjagantphs:selectional
restrictions are described in terms of requirements that e satisfied by
the set of properties (features) of any morph adjacent torpim&ach morph
has two sets of properties: one can be seen by morphs adfa¢batleft and



120 / GABOR PROSZEKY AND ATTILA NOVAK

the other by morphs adjacent to the right. Likewise, any magmn constrain
its possible neighbors by defining a formula expressingeitgiirements on
each of its two sides.
e. Identification of implicational relations between projes of allomorphs
and morphemeghese implicational relations must be formulated as rules,
which either define how redundant properties and requiréshodiallomorphs
can be inferred from their already known (lexically givenpmeviously in-
ferred) properties (including their shape), or define diéfawperties.
f. Creation of stem and affix morpheme lexicommscontrast to the lexicon
used by the morphological analyzer, the lexicons createtidlinguist con-
tain the descriptions of morphemes instead of allomorpharpklemes are
defined by listing their lexical form, category and all ungictable features
and requirements. A simple inheritance mechanism faightthe consistent
treatment of complex lexical entries (primarily compounds
g. Creation of a word grammanestrictions on the internal morphological
structure of words (including selectional restrictiongween nonadjacent
morphemes) are described by a regular word grammar.
h. Creation of a suffix grammar (optiona: suffix grammar can be defined
by setting up morphotactic classes for the suffixes and iogat directed
graph labeled with the name these classes on its arcs. Th@gawent envi-
ronment can produce segmented suffix sequences using Hugpt®n and
the suffix lexicon. Using such preprocessed segmented segsi@nhances
the performance of the analyzer.

As it can be seen from the description of the tasks above, wewage
the linguist to create a real analysis of the data (withinithés of the model
that we provide).

12.3.2 Conversion of the Morphological Database

Using a description that consists of the information désatiabove, the de-
velopment environment can produce a lexical representattich already
explicitly contains all the allomorphs of each morphemenglavith all the
properties and requirements of each of them. This reprasentstill contains
the formulae expressing properties and selectional eéistns in a human-
readable form and can thus be easily checked by a linguist.

The readable redundant representation is then transforonie format
used by the analyzer using an encoding definition descriptitich defines
how each of the features should be encoded for the analyzer.

12.4 The Komi Analyzer

In the subproject on Komi, which concentrates on the stahKami-Zyryan
dialect, we created a Komi morphological description usiregdevelopment
environment described in the previous section.
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12.4.1 The Language

Komi (or Zyryan, Komi-Zyryan) is a Finno-Ugric language &pa in the
northeastern part of Europe, West of the Ural Mountains. iinaber of
speakers is about 300,000.

12.4.2 Creating a Komi Morphological Description

Since the annotated corpora we want to create are intendéiddaists, we
decided to use a quasi-phonological transcription of Koasda on Latin
script instead of the Cyrillic orthography of the langualgewever, we plan
to produce a Cyrillic version of the analyzer as well.

The first piece of description we created in the Komi subptoyeas a
lexicon of suffix morphemes along with a suffix grammar, whitdscribes
possible nominal inflectional suffix sequences. One of thetmomplicated,
though quite properly described, aspect of Komi morpholsghe intricate
interaction between nominal case and possessive suffixes.

A problem we were faced with was the lack of good and thorougtiem
synchronic grammars on many of the languages involved iptbject. This
was also the case for Komi, so we had to do a lot of researcheodistribu-
tion of individual morphemes and allomorphies. In some sase managed
to get some information by producing the forms in questidan(@ with their
intended meaning) with the generator and having nativekgoegudge them.

An initial stem lexicon was created by hand using corpusdatta printed
Komi-Russian dictionary (Beznosikova (2000)). Later wenanged to acquire
the dictionary in an electronic form. It contains about 80 8tems plus 2800
names. Its conversion to the format used by the developnmeitbeament is
in progress.

There is a number of stem alternations in Komi. They are abared
by attaching vowel initial suffixes. The alternations thetass are also very
simple (there is ak-v alternation class and a number of epenthetic classes).

In many cases, it is predictable from the (quotation) fornaaftem on
phonotactic grounds whether it belongs to an alternatiassclin other cases,
this information must be entered into the stem lexicon. &the underlying
rules had not been described, finding them out was our taskit @one of
the scientific outcomes of the project.

12.5 Creating a morphological description for Nganasan

A formal description of Nganasan was written by fellow lingis taking part
in the project (Wagner-Nagy (2002)). They also digitizedsstan-Nganasan
dictionary (Kost'erkina et al. (2001)) and converted it he fphonemic tran-
scription based on Latin script used by their team. The alietiy contains
approximately 3,650 non-derived roots. The Nganasan tdampaovided
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category labels for each item, which was missing from thginal source.
Wagner-Nagy (2002) also contains some short texts whichomidaise as
a corpus along with a collection of text from other sourcestet we added
another 500 roots encountered when testing the analyzéiodrpus.

During the preparation of the above described root dictipnae also
started to describe the suffixes of Nganasan in a formal manhe first step
of this was the creation of a list of the suffixes that contditiee underlying
phonological form of each suffix together with its categatydl, plus a fea-
ture that indicates which morphological root form the suéfi attach to. We
used the following model to describe Nganasan morphologyhypothesize
that each root morpheme has three morphological stem st of which
two or all three might have the same form), and suffixes aredanto three
groups depending on which root allomorph they attach to. Mt @described
the morphotactic restrictions governing the linear ordesuffixes by defin-
ing a suffix grammar. The underlying phonological represgémh contains
some archiphonemes: harmonic vowels and ‘quasi-conssinahnich never
appear on the surface but condition gradation.

In Nganasan, nominal and verbal roots follow different ralé¢ion pat-
terns. Additionally, vowel final and consonant final rootsoaéxhibit differ-
ent behavior. Some root-final changes are restricted todéyimarked root
classes. Each of these roots must have a relevant lexic&l imahe root
inventory. Other root-final changes occur in each root fyaitig the formal
requirements of the rule.

12.6 The complexity of Nganasan morphophonology

It was relatively easy to describe root-final sound alteomstin the Humor
formalism. Those productive phonological processes tleasensitive to lo-
cal contexts (such as degemination) could be formalizedcparate rules.
However, the phenomenon of gradation (i.e. the rule-gactaiternation of
obstruents in syllable onsets) proved to be so complex teatould not de-
scribe it satisfactorily. The root of the problem is thatthemor analyzer sees
each word as a sequence of allomorphs and during analybsisdks whether
the adjacent morphs are locally compatible with each otiganasan grada-
tion, however, does not depend on the morphological makeftipe word:
the only factor at play is syllable structure. Syllable bdarnes and morph
boundaries do not usually coincide. In the case of shortxasfimade-up
of one segment), it is possible that even non-adjacent nsdoplong to the
same syllable. Moreover, the rules governing gradationgardisan are quite
intricate. An obstruent in the onset position is in strongdgr (i) in even-
numbered open syllables (if not preceded by a long vowel) (@hd it is
preceded by a non-nasal coda consonant. Otherwise, itliyyihmical weak
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grade (i) if preceded by a long vowel or (ii) if it is in odd-nbered syllable.
Otherwise, it is in syllabic weak grade in even-numberedgeatbsyllables.
Gradation combines with other alternations in the langueg®el harmony,
degemination, root alternations and various morphoptamicél suffix alter-
nations (as a result of which a monosyllabic suffix can havenagy as 20
different allomorphs).

To illustrate the complexity of the above outlined systemue look at
the allomorphs of a single verbal suffix (of narrative mooedis the subjec-
tive and the non-plural objective conjugations). The ulyieg representation
of the morpheme i®A2nhV, and its 12 allomorphs aréanghu, bjanghy,
bambu, bjamby, bahu, bjahy, hwanghu, hjanghy, hwambu, bhjahwahu,
hjahy. These allomorphs are produced from the underlying reptaten by
the general phonological processes of the langage, unidgrgowel har-
mony,a-diphthongization and gradation.

While gradation is extremely difficult to formalize as a séatlomorph
adjacency restrictions, it is such a productive process garidsan that it
must be included in a proper morphological analyzer. It ssErhowever,
that though the formalism of the Humor analyzer proved to dexjaate for
the description of most phenomena in the language, thefoatealism of the
development environment could not cover all of the esskmtiesses.

12.7 The application of a new formalism

In June 2003, a book was published (Beesley and KarttunedB8j2With a
CD containing a version of the two level morphological tebisf Xerox. This
program set is based on finite state transducer technologdjyhenversions
published with the book can be freely used for non-commeptigposes.
We decided to rewrite our description of Nganasan in the &mursed by the
Xerox programs: lexc (Lexicon Compiler) and xfst (XeroxikrState Tool).

Using the xfst formalism, we could create a full descriptidiNganasan.
The calculus implemented by the program makes it possihigntore irrel-
evant symbols (such as morpheme boundaries in the case atigm) in
the environment description of re-write rules, therefaréi®nments encom-
passing non-adjacent morphemes can be easily defined. Agydiompo-
sition the program automatically eliminates intermedlatels of represen-
tation created by individual rules producing a single fisitate transducer,
generation and analysis can be performed efficiently.

Nganasan gradation was described in xfst as a cascade ®per@rming
syllabification, the identification of syllable grades, obag the quality of
the obstruents in syllable onsets and removing auxiliamtsyls. The rule
system covers the irregularities of Nganasan syllabificatThe whole of
the rule system naturally contains several other rulesesicdbes all pro-
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ductive, automatic phonological rules (e.g. the assimitabf nasals to the
immediately following obstruent, degemination, vowelrany, nunnation,
palatalization etc.) and morphologically or lexically atrained root and suf-
fix alternations.

We converted our morpheme inventories into the format usetekc.
Some of the feature-based constraints of the Humor deixerif#.g. the mor-
phological stem selection) were retained in the new forsnaliwve used the
‘flag diacritics’ construct of the Xerox tools to implemehgem.

12.8 Conclusion

In addition to the ones described above, analyzers for Utjiilarri and Tun-
dra Nenets have been finish&@ihe former two were prepared using the Hu-
mor based formalism, the latter was implemented using xfdtiexc. Addi-
tional analyzers for Mansi, Khanty and Mordvin are understarction using
the Humor formalism.

A very important result of the project besides creating tregpms and
annotated corpora using them is that many gaps, unceesiatid inconsis-
tencies were detected and in many cases corrected in thHemgitammars of
these languages. Many details of the description whiclma#eain vague in
written grammars (such as the ordering and exact formulafticewrite rules)
must unavoidably made explicit in a computationally impésred grammar.
Moreover, the adequacy of the implemented grammar can lyeh@oughly
tested against a great amount of real lingustic data. Sydiecomparison of
word forms generated against model paradigms has pinglenters not only
in the computational implementation (which were then atiatéd) but also in
the model paradigms or the grammars the computational mgeation was
based on. We consider it very important to provide feedbadke linguists
having prepared the original grammars and to publish tigulstic results of
the project. We also hope that the many questions which redaipen will
induce further field research concerning these endangangdéges and that
they will be answered before it is too late.
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Morphology and the Harappan Gods

RICHARD SPROAT AND STEVE FARMER

13.1 Introduction

Kimmo Koskenniemi has done work in a variety of areas havindd with
the computational modeling of language, including compenal syntax, in-
formation retrieval and, most famously, computational pmaiogy. It is this
latter area, and one other perhaps less well-known oneatkahe topic of
this chapter.

Koskenniemi’s thesis work on the computational modelinginhish mor-
phology (Koskenniemi, 1983) is certainly the best-knowmknia the field of
computational morphology, and it has inspired a wealth oivdéve work,
including practical working morphological analyzers fowae variety of
languages.

One of his lesser known contributions is in the area of demiplent,
namely his collaboration with the Finnish Indologist Askarpola on the
computational analysis of the inscriptions of the Indudeyal

In this chapter we will review these two contributions aneitimportance
for their respective fields. Note that the first author of ffaper may possibly
be the only other person in the world who, like Koskennierag Hone work
on these two topics. The second author is the first autholtsbmmator on the
Indus Valley work.

13.2 Koskenniemi’'s Contributions in Morphology

Koskenniemi’s development of Two-Level Morphology can beught of as
a fortuitous accident of history. It had been known since Gu@as John-
son’s PhD thesis 1972 that “context-sensitive” rewriteesubf the kind that
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had become familiar in generative phonology describedlaegelations and
could thus be implemented using finite-state transduce&83 g} By the late
1970’s Ron Kaplan and Martin Kay at Xerox PARC were develgmfgo-
rithms for the automatic compilation of FSTs from rewritéeuin a format
that would be familiar to linguists, namely:

¢ — /A _p (13.1)
Here,¢, 1, A andp could be arbitrary regular expressions. Furthermoreesinc
regular relations are closed under composition, this méahbne could write
a series of ordered rules of the kind found in SPE (ChomskyHadig, 1968),
compile each of the rules into a transducer and then compeseritire se-
ries of rules together to form a single transducer repra@sgiite entire rule
system. Kaplan and Kay finally published their algorithm sngears later
(Kaplan and Kay, 1994), and there has been subsequent waaksonpler
and more efficient algorithm in Mohri and Sproat (1996).

But in the late 1970’s and early 1980’s there was just onelpmbcom-
puters were simply not fast enough, nor did they have enougimany to
compile rule systems of any serious complexity. Indeed dexrmle systems
of several tens of rules over a reasonable-sized alphadetlG0 symbols)
can easily produce FST's with several hundred thousaneisstéth a similar
number of arcs, with a total memory footprint of several nisges. While
any PC today could easily handle this, this was simply nobleiaround
1980!

13.2.1 The two-level morphological system

Koskenniemi therefore proposed an alternative, one tilbtiséd transduc-
ers but constructed them and used them in a different wast Bfrall, he
eschewed rule compilation entirely, instead construchiisgtransducers by
hand. This is not quite as bad as it seems, since he proposeds/argonom-
ically reasonable devices, such as the use of a “wildcard'irf'his notation)
that would match any character not already mentioned: ety state, one
could specify transitions to other states on designatedsypairs, and have
a default transition on ‘=:=" if none of the other specificais matched. This
allowed the FSTs in Koskenniemi’s description to be quitepact.

Second, rather than deal with rule composition, he came tipawovel
alternative: the FSTs would run in parallel, each of thendirez characters
from the surface tape (the form of the word that appears i &&xd the lexical
tape (the form of the word that is entered in the lexicon, glaith its mor-
phosyntactic features). This presents a theoretical proltthough, because a
system of this kind is implementinigtersectionof FSTs and hence regular

1Recall Bill Gates’ 1981 statement that “640k ought to be gihdfior anybody.”
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relations, whereas it is known that regular relations ategeoerally closed
under intersection (Kaplan and Kay, 1994); however so lathenumber of
insertions or deletions is bounded, it can be shown thatiaegelations are
closed even under intersection (Roark and Sproat, 2008)naeffect this is
what Koskenniemi’s system is doing when it constrains taegducers from
getting too out of sync.

Koskenniemi's implementation of the lexical entries thetass, as well as
affixes was less of an innovation. For the lexicons, he useddiba of letter
tries, from Knuth (1973). To handle morphological decompositieused the
notion ofcontinuation lexicorwhere a lexical entry would be annotated with
information on what other lexical entries (usually affixesyld follow it. But
this is just an implementation of a finite-state grammar anthct Kosken-
niemi’s trie-plus-continuation-lexicon approach is falhy equivalent to rep-
resenting the lexicons as finite-state acceptors (FSAS).

In Koskenniemi’s original formulation, the input (surfaaeord would be
matched against the lexicon by starting at a root lexicontaed matching
the characters of the input against the characters in tieolexrie, modulated
by the parallel phonological transducers, which Koskemnigicturesquely
describes as viewing the lexicon through a slightly digtgrtens. A present
day two-level system would, of course, implement the foltayset of finite-
state operations, wheres the input word R; are the rule transducers, ahd
is a lexical FSA:

Io[\(Ri)oL (13.2)

K2

13.2.2 Two-Level Rules

The other innovation of Koskenniemi's approach was his &dimation of
two-level rewrite rules; again, he did not provide a compiiter these rules,
but the rules served to specify the semantics underlyingrémesducers that
he built by hand. All rules in his system followed a templatéiat they were
all of the following form:

CorrespondencePaiperator LeftContext  RightContext

That is, the rules specified conditions for the occurren@adrrespondence
pair — a pairing of a lexical and a surface symbol (one of whidght be
empty), modeling deletion or insertion — in a given left oghi context.
The contexts could be regular expressions, but the comelgmee pair was a
single pair of symbols, and thus was not as general ag they formulation
from Kaplan and Kay (1994).

Koskenniemi’s rules came in four flavors, determined by theigular
operator used. These were:
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Exclusion rule alb+<LC_RC
Contextrestrictionrule a:b>LC _ RC
Surface coercion rule abLC_RC
Composite rule alks> LC _ RC

The interpretation of these was as follows:

= Exclusion rule: a cannot be realized dsin the stated context.

= Context restriction rule: a can only be realized dsin the stated context
(i.e. nowhere else)

= Surface coercion rule a must be realized dsin the stated context.

= Composite rule ais realized a® obligatorily and only in the stated con-
text.

In many ways the semantics of Koskenniemi’s rules was beléined
than the ones that had previously been used in generativeopigy. For one
thing, each rule type specified a direct relation betweerutigerlying and
surface forms, something that was not possible within geiver phonology
due to the arbitrary number of ordered rewrite rules: in galnen generative
phonology there was no way to know how a given lexical form ldaurface,
short of applying all rules in the specified order and seeihgtthe outcome
was. Koskenniemi’s rules, in contrast, specified the refedirectly.

Ignoring for the moment that traditional generative phogatal rules
were not two-level, one can ask which of Koskenniemi’'s ridesrespond
to the rule types (basically just obligatory or optional rigevrules) of gener-
ative phonology. In fact only theurface coercion rulehas a direct counter-
part: it corresponds pretty directly to an obligatory réerule. All the other
two-level rule types depend upon global knowledge of théesgsThus the
context restriction rule is equivalent to a situation in a traditional generative
account where there is but one optional rule that chaage® b; but note
that this is a property of the system, not of a specific rulee @dmposite
rule, which is just a combination afontext restriction andsurface coer-
cionis similar, but in this case the unique rule changarigto b is obligatory.
Note that since one could write, sayc@ntext restriction rule that relates
to b in one environment, and then also write anott@mtext restriction rule
that allowsa to becomeb in another environment, it is perfectly possible in
Koskenniemi’s system to write an inconsistent grammar. thofothe work
in designing later two-level systems involved writing dgbars that would
catch these kinds of conflicts. Finally, tl&clusion ruleis again global in
nature: it is equivalent to the situation in a traditionahgeative grammar
where there is no rule that relata$o b in the specified environment.

But really, Koskenniemi’s rules can best be thought of asliriag con-
straints on correspondence pairs. Constraints were ilrtoan-existent as
a device in early generative phonology, but have since beaguite popular
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in various theories of phonology including Declarative Rblogy (Coleman,
1992), One-Level Phonology (Bird and Ellison, 1994) andi@ptity Theory
(Prince and Smolensky, 1993).

13.2.3 Koskenniemi’s impact on computational morphology

Koskenniemi’s two-level morphology was remarkable in &eotwvay: in the
early 1980's most computational linguistic systems weys.t@ his included
parsers, which were usually fairly restricted in the kindsentences they
could handle; dialog systems, which only worked in very tadidomains;
and models of language acquisition, which were only desigadearn sim-
ple grammatical constraints. In contrast, Koskennienmiglementation of
Finnish morphology was quite real in that it handled a larggipn of in-
flected words that one found in real Finnish text. To somerextas reflects
the fact that it is easier to get a quite complete coverageoophology in any
language than it is to have a similar coverage of syntax|deteadialog. But
it also reflects Koskenniemi’s own decision to develop afiediged system,
rather than present a mere “proof of concept” of his ideas.

While two-level morphology was originally motivated by th#ficulties,
at the time, with Kaplan and Kay’s approach to cascaded tewuies, the
model quickly took on a life of its own. Koskenniemi took ithe a substan-
tive theoretical claim that only two levels of analysis waezessary, a claim
that was fairly radical in its day (at least in contrast togative phonology),
but which has since been superseded by claims that onlyewetis needed
(e.g. Bird and Ellison, 1994).

Nevertheless, practical considerations of developingpfmalogical ana-
lyzers have led people to not rely wholly on the two-levelasgtion. Since
transducers can be combined both by composition (underfwthiy are al-
ways closed) and by intersection (under which they are dloseler certain
conditions) combinations of these two operations may be ursany given
system; see, e.g., Karttunen et al. (1992). Indeed, onedfahuties of finite-
state techniques is that the calculus of the combinatioegdlar languages
and relations is expressive enough that one can developlemdiisystems
without regard to following any particular overall desighus, for handling
certain phenomena it may be more convenient to think in tefragwo-level
system. For others, it may be easier to write cascaded MNesnatter: the
two components can be combined as if one had built them batheérway or
the other.

While Koskenniemi certainly did not invent finite-state apgches to mor-
phology and phonology, he was the first to develop a systetwibr&ed fully
using finite-state techniques, and he is thus to be given ronactit for bring-
ing the field of finite-state morphology to maturity, and dirlg the way for
the renaissance of finite-state approaches to languaggaadrsthat has de-
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veloped over the past couple of decades.

13.3 Koskenniemi’s Contributions to Indus Valley Studies

Koskenniemi’s other contribution of interest here is hiladmration with
the Indologist Asko Parpola in attempts to decipher theadted Indus script
(Koskenniemi and Parpola, 1980, 1982, Koskenniemi, 198dpdta, 1994).
One of the products of that collaboration was the developroka concor-
dance of Indus inscriptions (Koskenniemi and Parpola, 19982) that ex-
panded on earlier work by Parpola and Koskenniemi’'s braBegpo. Later
on we will say a bit about that concordance, whose structeiiesr on the
traditional assumption that the Indus symbols were part ofriing sys-
tem, which we have recently challenged on a variety of stedilsand non-
statistical grounds (Farmer et al., 2004). Of deeper istarethe context of
this paper is Koskenniemi’'s work on the automatic derivatid groupings
among Indus symbols, which (on the linguistic assumptian)itiks to pu-
tative syntactic structures and to the detection in theripgons of possible
homographs. Koskenniemi uses two main methods to disshgign group-
ings in the inscriptions. The first he attributes to S. Koskemi et al. 1970.
The method, as Kimmo Koskenniemi describes it, involves ganing the
actual counts of paired symbols with the expected countsdas the gen-
eral frequencies of each sign. Symbol pairs with higheosaséire assumed
to reflect underlying syntactic regularities in the systdimis measure is re-
lated to pointwise mutual information (Shannon, 1948),clthas been used
extensively in computational linguistics for computing@asiations between
words; for example, the measure was used in (Sproat and B380) for the
unsupervised discovery of word boundaries in Chinese taxdsfor parsing
more generally in (Magerman and Marcus, 1990). Unfortupateutual in-
formation does not provide a solid foundation for syntaatialysis since high
mutual information between terms is more often indicati’eeomantic asso-
ciation than syntactic constituency. While strong syritaassociations are
sometimes found with closely linked terms, strong semag#ociations also
show up between terms that have no necessary syntactionslaip, e.g. be-
tween the English word$octorandnurse Moreover, strong pairwise associ-
ations also show up often in non-linguistic strings, as essed in mathemat-
ical equations or chains of non-linguistic symbols asgediavith pantheons
of gods (see (Farmer et al., 2004)), that have nothing to dlo lviguistic
syntax.

Koskenniemi’s other method ultimately derives from the kvof Zellig
Harris (1951). Starting from the left or right end of a sequeiof glyphs,
one counts, for each initial substring, the number of otle&tst that share
the same beginning or end. One expects the number of posskiesigns
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to rise at a major syntactic boundary, since there are fesgtrictions across
constituents than within constituents. Harris originalsed essentially the
same measure to determine the location of morph boundarnigsegmented
sequences of text. Koskenniemi argues that the two methottee+utual-
information-like method and the Harrisian method — prodsicailar syn-
tactic analyses.

Koskenniemi also associates with Harris his method foralieig poten-
tial homographs. As Koskenniemi correctly notes, earlyingisystems were
replete with homography, so it is reasonable to expect tithtd signs (based
again on the assumption that they are linguistic) would atsatain many
homographs. The discovery of homographs is one of the &stldspects of
decipherment. Based on what we know of the extensive hombygraf early
scripts, we certainly cannot assume that a particular digays has the same
value; but at the same time we cannot simply assign homogaphill since
such a strategy permits an unlimited number of potentiaidieements of a
given inscription with no obvious way to choose between thiglany of the
well over 100 claimed decipherments that have been propogée past of
the so-called Indus script have been plagued by this prabléra result is
that a robust, replicable method for detecting potentiahbgraphs would be
a useful tool in helping to select between potential liniaiseadings of an
undeciphered script. The method that Koskenniemi proptosgésal with this
problem can be summarized as follows: consider sympalsdz, which oc-
cur in distinct linguistic environments, e.g. in two difieg sets of preceding
and following glyph environments. Now suppose one finds alglythat oc-
curs in both of these environments: sincbehaves in some cases ligkand
in other cases like, x is a reasonable candidate for being a homograph. In
other words, it is possible in this context thais being used to represent two
distinct linguistic entities. To provide an example fromdtish, consider the
wordscarp andviolin. If one examines a corpus of English, one will likely
find that the linguistic environments in which the wararp shows up have
little in common with those that include the woviblin. Now consider the
word bass If one looks again at the corpus, one will find thetssoccurs
both in environments similar to those in whichrp appears and in environ-
ments similar to those in which we findolin. From this one can guess that
bassis a potential homograph with two very different senses —hia tase
involving fish and musical instruments. A more sophistidapproach to au-
tomatic ambiguity detection along the lines of what Koskenm proposed,
following Harris, was explored in (Sproat and van Sante®8)9

The two problems that Koskenniemi addressed — the autordatiec-
tion of syntactic structures and of potential homographs re-tapics that
remain at the forefront of computational linguistics, ase@chers search for
more powerful automatic method of analyzing linguisticad&infortunately,
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Koskenniemi’s proposed methods have not had a major impabitdus re-
search, not due necessarily to any formal flaws in those rdstlout instead,
as suggested earlier, since those methods overlay the rdeegsamined,
assumption that Indus inscriptions encoded natural lagegiudon-linguistic
sign systems often display levels of formal structure ns kesreme than
those seen in linguistic systems: witness the complex sjintstructures in
mathematical expressions, or the recurrent sign groupsdfalarly show up
in non-linguistic sign systems in the ancient Near Eastr(iearet al., 2004).
It has also long been known that non-linguistic signs disgkmantic “mul-
tivocality” that can be loosely pictured as the non-lingici®quivalent of
homography in scripts. The upshot is that while Koskennemethods may
in fact identify genuine systematic relationships betwsgmbols in Indus
inscriptions, relationships of this type are not unique tding but show up
as well in a much wider class of sign systems. Since ethnbgralpstudies
suggest that the intended sense of nonlinguistic symbelgyaically less
“fixed” than those in written systems (cf., e.g., Barth (198%his finding
also raises questions about the utility of the types of cotenaces of Indus
inscriptions to which Koskenniemi has contributed, whislery standard-
ize signs in ways that may mask important visual clues to tiggral sense
of those signs, which may have differed widely in differemdlis sites and
periods as well as on diverse artifact types.

It is noteworthy that no unsupervised means has ever beqroged to
distinguish linguistic from non-linguistic strings. It wil be interesting to
see whether the methods that Koskenniemi introduced intbdies of In-
dus signs might be applied to this interesting and still wettgped area of
research, grounded perhaps on systematic comparison sp#uific types
of regularities found in a significant cross-section of elifint classes of lin-
guistic and non-linguistic sign systems. Those methods afsy have pos-
sible applications in future studies of Indus symbols thetreot tied to the
traditional assumption, which is now being seriously avadied, that Indus
inscriptions systematically encoded speech.

13.4 Summary

Koskenniemi has made many contributions to many areas irpatational
linguistics. This paper has reviewed what is certainly héstkknown con-
tribution — two-level computational morphology, and whaayrwell be his
least-known contributions, namely his work on the Indudéyatorpus. Two-
level morphology has, of course, been highly influential anstill used de-
spite the fact that one of the main motivations for this applo(the process-
ing power of early 1980’s computers) is no longer relevamskenniemi's
work on the Indus Valley corpus is also interesting sinddaaigh we believe
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there is compelling evidence that the Indus Valley “scrigiti not encode a
language, he was investigating issues — the automatic\wiisgof structure,
and the automatic discovery of senses — which are very muebvar today.
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Consonant Gradation in Estonian and

Sami: Two-Level Solution
TROND TROSTERUD ANDHELI UIBO

14.1 Introduction

Koskenniemi’s two-level morphology was the first practigaeheral model
in the history of computational linguistics for the anatysif morphologi-
cally complex languages. In this article we will reconsidee of the key
innovations in Koskenniemi (1983), namely the treatmerdafsonant gra-
dation in finite state transducers. We will look not at Fitmilsut at two lan-
guages with a more extensive consonant gradation systengly&stonian
and Sami. The goal of the paper is to demonstrate two diffevaps of mod-
eling consonant gradation in a finite state morphologicsiesy - lexical and
morphophonological. We will also compare the resultingiesys by their
computational complexity and human-readability.

Consonant gradation is rare among the languages of the yvootidtem al-
ternation in itself is not, and the treatment of consonaatigtion can readily
be transferred to other stem alternation phenomena. Kogkeiiis original
idea was to see stem alternation as an agglutinative phexmme€onsider
the example (14.1), showing a two-level representatioteshslternation.

ehTe$ : ehe (14.1)

Here the $ sign is a quasi-suffix, introduced to trigger coast grada-
tion in the stem. Two-level rules decide the correspondefdeto surface
phonemesor 0 (empty symbol), based on the context, specifically, eling
to the presence or absence of the symbol $ in the right context

Another type of rules for handling stem alternations thatloe compiled

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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into finite state automata is the method of sequentially redleeplace rules
presented in Karttunen (1994) which have the format shov(h4rR):

a—> b||LC RC (14.2)

The rule should be interpreted lika f's replaced byb in the left context
LC and right contexRC'. The main practical preference of the replace rules
compared to two-level rules is that they can handle a segotersisting of
several characters as a whole, whereas handling the chdrayeharacter
string by two-level rules requires several rules to be dalirated, one for
each character alternation. This is, for instance, usefubfilding the addi-
tive forms for some inflection types in Estonian where therteninas duration
I, but the singular additive form has duration Ill. This céasespecially dif-
ficult for stops, the 11l grade of which is not built by simpleubling but the
double consonant is different from the corresponding | gradoneme, cf.
the nominative and short illative (additive) formda:ritta 'row’, tuba:tuppa
‘room’, nagu:nakkuface’.

This kind of change can be handleddnyereplace rule (14.3) but requires
two two-level rules. In two-level rule system it also requirkes tntroduction
of new lexical symbols (=, 2) which invoke the rules in (Figur4.1).

d—> tt||V_V2 (14.3)

WeakStop:Stop <=> _ %=: (StemVowel:) 2;
where WeakStop in (g G b B d D)
Stop in (K k pptt
matched;

%=:Stop <=> WeakStop: _ (StemVowel:) 2:;
where WeakStop in (g G b B d D)
Stop in (K k pptht
matched;

FIGURE 1 Handling grade alternation I-Ill by two-level rules

On the other hand, the strong preference of two-level ridebat there
should not been defined any ordering on them as they work erdimtly
from each other. We have made some experiments with replée® in the
early stage of building Estonian finite state morphologyséthon our ex-
perience it was quite difficult to write a consistent replagie set, as some
higher-priority rules often spoiled the contexts for sorhéhe lower-priority
rules. Writing aconsistent two-level rule seturned out to be considerably
easier.
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These advantages / disadvantages have the same sources Aspiy
symbols are coded as real zeros in the lexical level of theléwel model,
the two-level rules (as finite state transducers) can besetéed. And this
approach does not allow "unequal” changes bike pp, where one character
is replaced by two. Replace rules can replace a segmentitfbaytlength by
another segment of arbitrary length. On the other handaceplules cannot
be intersected, but should be applied sequentially instead

More or less the same advantages have also been pointed totiarken
(2001):

From the current point of view, two-level rules have manigsting proper-

ties. They are symbol-to-symbol constraints, not strimgiting relations like

general rewrite rules. Two-level rules make it possible itealy constrain
deletion and epenthesis sites because the zero is an grdiymabol. Two-level
rules enable the linguist to refer to the input and the outpuatext in the same
constraint.

From a formal point of view there is no substantive differerec cascade
of rewrite rules and a set of parallel two-level constraartsjust two different
ways to decompose a complex regular relation into a set gilsinnelations
that are easier to understand and manipulate Karttuneril}200us, it is
more like matter of taste, i.e. what kind of rule system sebeatter to grasp
for the individual language engineers. We have opted forlavel rules but
that does not mean we exclude the possibility of using reptates at all.
At the moment only two-level rules are used in the descniptib Estonian
morphology but it is possible to code-> pp, d -> tt etc. rules as replace
rules instead.

In their historical overview of the development of finitetsté&ransducers,
Karttunen (2001) pointed out that one problem with two-lékensducers in
the early years was connected to hardware limitations:

It was also known from the beginning that a set of two-leva@h&ducers could
be merged into a single one (...) by intersecting them. Thélpm is that in
both cases the resulting single transducer is typicallyehegmpared to the
sizes of the original rule networks. Composition and irgeti®n are exponen-
tial in the worst case. That is, the number of states in thelting network
may be the product of the sizes of the operands. Although trstwease is
purely theoretical, in practice it turned out that intetseglarge two-level rule
systems was either impossible or impractical on the compuateailable in the
early 90s.

In the present article we would like to look at the efficienssue of two-
level rule systems again, in the light of the processor spéedntemporary
computers.



CONSONANTGRADATION IN ESTONIAN AND SAMI: TWO-LEVEL SOLUTION/ 139

14.2 Method

In addition to giving a descriptive overview of the finite tetaystems of Es-
tonian Northern and Lule Sami, we are also going to give sdmeacteristic
numbers in order to measure the rule sets and lexicons okgatdm, thereby
givingsome ground for comparison.

We will compare the morphological transducers of Northeam§ Lule
Sami and Estonian. Linguistically, we may say that Esto@iad Sami are
similar as regard to the number of stem variants for the wauitts conso-
nant gradation - usually two, but in some cases there are feuenWhile
comparing we have to bear in mind that the systems are inrdiffestage of
development, as regard to their lexical coverage.

In section 14.5.1, we will use the following units of measure

= number of records per lexical unit in stem lexicon;

= number of continuation lexica per lexical unit;

= number of states and arcs in the resulting morphologicastiacer (which
is the composition of lexical and rule transducers);

= time of compilation of the rule (and lexicon) transducer.

14.3 Consonant gradation types in Estonian and Sami
14.3.1 Consonant gradation types in Estonian

There are three different phoneme durations in Estoniarsiflort, Il - long
and Il - extra long). In written form the durations Il and ke identical
(written as a double vowel/consonant or a cluster of 2-5 apasts or two
vowels), except for the stops where there are three diffevatten forms as
well (I- g, b, d,Il - k, p, t,lll - Kk, pp, t). There are two principally different
consonant gradation types in Estonian - qualitative andtijadive.

1) Qualitative changes

1a) deletion of a stop (g, b, d, k, t) or s (table 1).

1b) assimilationKandma : kannarto carry’, vars : varre'stalk’);

1c) replacement of a weak stop by rules b:v, d:j, ggdbama : kaevata
'to complain’,rada : raja’'path’, marg : marja’'wet’);

arg : ara fearful kédskida : kasin toorder
tuba : toa room ehte : ehe adornment
vedama : vean totransport mesi : mee honey
uskuda : usun to believe

TABLE 1 Deletionofg, b, d, k, t, s

Additionally, in some inflection types with the gradatiopéyla) the sin-
gular additive form is in duration Il (cf. the examples peated in section
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14.1). The same occurs in another inflection type where ioth#ir cases the
stem remains unchanged (sg npesa’nest’, sg gerpesa sg partpesa sg
additpessa.

2) Quantitative changes

2a) alternation of long and short geminate (table 2, | colymn

2b) alternation of strong and weak stops (table 2, Il colymn)

kk : k pikk : pika long k : g vilkuda : vilgub twinkle
pp:p sepp:sepa smith p:b kubjas:kupja taskmaster
tt: t vOtta : votan totake t:d kartma : kardan to be afraid
ss: s kirss : kirsi cherr

TABLE 2 Estonian quantitative gradation

Estonian differs from Finnish, where consonant gradatsoes ieakening
process only, in also having some noun inflection types witngthening
quantitative consonant gradation, although the weakecdémgonant grada-
tion is considered the main type of consonant gradation.

Weakening consonant gradation is defined as follows:

* nouns: sg nom (sg part) - strong grade, sg gen - weak grade

= verbs: supine (primary form) - strong grade, indicative mptesent tense
- weak grade

In the paradigms of words with strengthening consonantajiaw the
strong and weak grade stems occur just conversely.

The strengthening consonant gradation types of nouns arfeltbwing:

a) nouns that derived from a verb with consonant gradatiop; f@nne :
hinde’mark’ (verb hindama - hinnata - hindatio evaluate’)

b) nouns that end with s and are in weak grade in singular ratiaé) but
singular genitive is in strong grade and the final s is deletagl,saabas :
saapaboot’.

¢) nouns that end with vowel + wéher : vahtra’maple’, titar : tltre
'daughter’)

d) nouns that additionally to the gradating stem have steal fihange
e-me (iige : likme 'member’,voti : votme'key’)

There are no verb inflection types with strengthening coasbgradation
in Estonian.

14.3.2 Consonant gradation in Sami

In essence, S&mi consonant gradation is a phenomenon gniter g0 its
Finnish and Estonian counterpart. The consonant clustdreohorder of the
final and antepenultimate syllables of the stem, may chamg#e consonant
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cluster has different grades. Typically, there are two gsadtrong grade and
weak grade. Sdmi and Estonian are among the few gradatitensysvith
three grades, but in most cases the grade alternation isypirea 1111l or
II-1. Thus, a grade Il consonant cluster may be strong redatid a grade |
cluster, and weak relatively to a grade Ill cluster.

Historically speaking, strong grade was found in the consbat the on-
set of the final or penultimate open syllable in a stem, whethe grade
changed to weak when inflectional processes closed the firead syllable
(and vice versa, for consonant-final stems). In the modeguages, the trig-
gering environment for consonant gradation is (inflectiaraderivational)
morphology.

We will look at the consonant gradation pattern of Lule S&nd in some
special cases also at the pattern found in Northern Sangulistically speak-
ing, they have the same consonant gradation system, bydatiesn is repre-
sented in different ways in the respective orthographigsefwo languages.
Since the automata presented in this article generalisenmnitéen language,
rather than over phonological representations, Lule andhgm Sami con-
sonant gradation must be treated as being more differentliey are in the
spoken language.

One difference is that Lule Sami makes more use of digraghsjnstead
of § they writes;j. In the two-level morphology formalism, each alternating
symbol must get its own rule (many-to-many alternation isallowed), this
calls for more rules than the Northern Sami gradation. Orother hand, in
Lule Sami going from strong to weak grade is a uniform proclesters are
either changed or deleted, whereas in Northern Sami lettess be either
changed, deleted or added. Compare the following paraliet$, where the
strong-weak alternation is denoted &g : xyy in Northern Sami, and as
xyy : xy in Lule S&Ami. Linguistically speaking, the gradation is otbcases
of the same typegy:xy whereg = schwa.

‘stone’ nominative| genitive
Northern Sami|  geagi geaqgi
Lule Sami giergge gierge

TABLE 3 Northern Samiry : zyy and Lule Samicyy : xy

We will first look at quantitative gradation, and then at dgadéive grada-
tion. Finally, we will look at a mixed type.

Quantitative alternation involves fricatives, liquidsdavoiced nasals, 34
alternating pairs in Northern Sami and 57 alternating pailsule Sami. In
one subtype of the qualitative gradation, grade | is writtéth single conso-
nant, and grade Il with double consonant. In the standatebgraphy, grade
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Il is also written with double consonant. In earlier orthhaghy, grade IlI
was written with an apostrophe, and in order to give a lintizafly adequate
representation, our transducer also accounts for lll-ddgtion, although it
is not visible in output mode. In future applications invioly text-to-speech,
the orthographically invisible IlI-11 alternation will ®me relevant, as we
via disambiguation will be able to predict the correct gradeominative
(grade 1ll) and accusative/genitive (grade Il) nouns,@ltjh they are writ-
ten identically. An example from Northern Sdmidsd’di : oaddit : oadan
'sleeper : to sleep : | sleep’.

A single, nongeminate letter may also be deleted. There arexam-
ples in Sami of an intervocalic consonant being deletedh@Bstonian type
tuba : toa, but consonants that are part of consonant clusters maylé&tede
as in the Lule Sami paifegha : jieha’'ice Nom:Gen’ spadnjo : spanjdbirch
forest Nom:Gen'. Due to orthographical convention, on€litatave alterna-
tion in Lule Sami is written as if it were a quantitative omg;tj, hts:ts, cf.
biehtse : bietsg’spruce Nom:Gen’. The other alternation belonging to this
type are treated in section 14.4.2 below.

There are several types of qualitative consonant gradatioae simplest
case is found in Lule S&mi, where one letter is changed intihan one,
like in oakse : oavsébranch Nom:Gen’ andbakte : bavtecliff Nom:Gen’.
Only k£ undergoes this change, in consonant clusters syithtj andts. One-
consonant changes are found in Northern Sami as well, bbtmitre com-
plex context, as for theom:rpm, rdn:rtn, rgy:rkp, pairs, e.gfierbmi : fierpmi
'net (Nom:Gen)'.

A different type of qualitative alternation is ther : yy type voice al-
ternation where voiced stops and affricates change intoioesd stops and
affricates. The pairs arbb/pp, dd/tt, gg/kkin Northern Sami alsadj/dj,
zz/cc, zz/g&ef. Lule Samioabbé : oappdsister Nom : Gen'. Lule Sami has
the three latter alternations, but due to the differentagthphical principles,
they are written adltj:ttj, dts:tts, and pattern with th&s:vsalternation, as far
as two-level rules are concerned.

One type of qualitative consonant gradation is preasprsteps and af-
fricates change into their voiced counterparts. The lligia Northern Sami
arehp:b, htd, hk:g, hdj:j, hc:z, h¢:zthe Lule Sami ones at®:b, ht:d, hk:g
In grade Ill, the stops from grade Il are doubled. Cf. the Nernh Sami series
ohcci : ohcat : ozan’searcher : to search : | search’, a three-grade inflection
pattern. A corresponding example for Lule Sami wouldjdigte : jahtet :
jad&v’'mover : to move : | move’.

14.3.3 Similarities and differences between Sami and Est@am

We see that Sdmi consonant gradation is more complex arablathan Es-
tonian consonant gradation but there also exist a commdn@ampared to
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the more well-known Finnish gradation, Sami and Estonianbeth more
complex: More letters are involved in the alternation, gdaupart of the lex-
icon is affected by the alternation. Contrary to Finnishthi®ami and Esto-
nian have a 3-way opposition, where the strongest grade Bertain cases
is invisible in writing. The bulk of the alternation involge binary opposi-
tion HI/11 or 11/1, but there are also cases of IlI/Il/I alteation within a single
paradigm.

Typologically speaking, it is no accident that Estonian &#mi differ
from Finnish in another respect as well: Due to several appguocesses,
the segmental morphology has been shortened, and in magy @asn disap-
peared (as in the important Genitive case). This has givesarant gradation
a more prominent position in the grammar of Estonian and S&e@n from a
computational point of view, this typological differencedf no importance.
In all three languages, consonant gradation is a non-seghmeorphological
operation, which must be triggered by elements introduéadhe morpho-
logical process.

From the computational point of view, a more important d#éfece is the
non-existence of the stem final vowel in the lemmas of some ypes of
Estonian: the stem vowel appears in inflected (genitive) &tiet not in lemma
stem. For handling this phenomenon, the two-level modeliges us with a
sufficient toolset. It is possible either to include the stiamal vowel to into
the lexical representation of the stem and force it to beteeléor singular
nominative. And it is also possible to add the stem vowel &ditiflected stem
in a continuation lexicon. The morphological descriptidiEstonian uses the
second approach.

In the following section we will see how the consonant gremgprocesses
have been described by the means of finite state morpholdgyrdsearch
have been done independently, thus coming to the similaitieak is inci-
dental. And in some cases we have used different means talwesonilar
processes.

14.4 The finite state description of Estonian and Sami
morphology

14.4.1 Two-level morphology of Estonian

The morphological description of Estonian has been builtlead by the
principles of two-level morphology model (Koskenniemi &B9). It consists
of a network of lexicons and a set of two-level rules.

The two-levelness of the model means that the lexical reptatons of
morphemes are maintained in the lexicons and the task ofawel-rules is
to "translate" the lexical forms into the surface forms amkwersa. The
lexical forms may contain information about the phonemeratitions, about



144 /| TROND TROSTERUD ANDHELI UIBO

the structure of the word form (morpheme and compound baigsjatc.

The most optimized system of inflection types of Estoniars\(k992) in-
cludes 38 types - 26 noun types and 12 verb types. 14 nounayyek0 verb
types are the types which have some kind of consonant gead@ticluding
the types where the gradation is not visible in the writtemfp As the system
deals with written language, only the inflection types wittalifative changes
in stem and types with quantitative stop gradation are ofim@rest. There
are 15 such inflection types according to Viks (1992) in Estor 10 noun
types and 5 verb types.

The main principle in describing Estonian consonant giaddias been
to keep the lexical representation as readable and meahiagfpossible.
We have used the capital lettek§ P, T', G, B, D, S to mark the phonemes
which undergo some kind of change (deletion, assimilatiomhe inflection
processes. Additionally, the character $ is used to markv#ek grade (sim-
ilarly to Koskenniemi (1983)).

Lexicon Nimisona Lexicon 18
hamBa 07_S-0; poisS 23 I; TP_18at;
jalc  22_A; riD=a 18_Adt_PIPV; :$ TP_18an;

j1IG=i  18_Adt; siGa 18 _PIPV,
laD=u 18 Adt; siD=a 18 _Adt PIPV;
laG=i 18 Adt; teGu 18;

luG=u 18 Adt; tiGu 18;

maDu 18; tikK 22 _U;
maG=u 18 Adt; tekK 22 1,
manDEr 03 _I; tuB=a 18 Adt PIPV;
paTj 24; vahTEr 03_A;

TABLE 4 Presentation of the stems with consonant gradation in thidericon

Note that there is only lexical representation given in tha texicon, not
as it is usually done in lexical transducers (e¢igu + S : tiGul8) where
lemma and morphological information are given on the lefesf the trans-
ducer and lexical representation of the word-form is on tgktrside. The
considerations for this kind of solutions are discussed ilmo{2005). The
capital vowels are subject to deletion synchronously withdg alternation.
The symbol = is used to mark the consonants that are subjgetnination
when building singular additive (corresponding rules giiresection 14.3.1).
The next level of lexicons (Lexicon 18 in Table 4) divides therd-forms
between strong and weak grade referring to the correspgrudintinuation
lexiconsT P_18at and T P_18an. For the weak grade stems the $ sign is
added at the end of the stem.
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The two-level rules are convenient to handle phoneme altems, con-
cerning only one phoneme. If the stem change is more comelgxdqu:eo),
then it can be handled analytically.

Let us consider an inflection type in Estonian, which is cbimazed by
weakening stem inflection (the deletion of phonelmeal, g or s) and also
changes in the immediate neighborhood of the disappearesboant - the
lowering of the surrounding vowels.

Example list of words belonging to the type is given in Tahle 5

madu : mao snakeg lugu : loo story
siga : sea pig kasi : kée hand
pidu : peo party| nuga : noa knife
tegu : teo action sisi : soe coal
uba : oa bean

TABLE 5 Weakening stem inflection in Estonian

A rule for handling the deletion in Table 5 is found in Figure 2

"b,d,g,s deletion" ($ marks the weak grade)
LV:0 <=> Vowel: _ Vowel: $:;

FIGURE2 "b,d,g,s deletion"

The immediate right and left contexts of the deletion rulguffe 2) are
identical Vowel: ), they refer to any underlying vowel. The rule for vowel
lowering (figure 3) has two distinct contexts: the vowel loimg may occur
before iga : seq or after (nadu : mag the consonant gradation, in the first
case the consonant gradation is part of the right contedtiratine latter case
it is part of the left context.

HVow:LVow <=> Bgn _ LV: StemVow: %$: ;
Bgn Vow: LV: _ %$: ;
where HVow in (u U i)

LVow in (o & e)
matched ;

FIGURE 3 "Vowel lowering"

In the paper Uibo (2000) the stem flexion types and the disgopeo-
cess of rules have been discussed in details. The most pratiemorpho-
phoneme in Estonian i® which may correspond to five different surface
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phonemes in weak grad® : 0, D : [, D : n, D : r andD : j. There the
only way was to differentiate the correspondences by vetgilde context.
And luckily, the contexts do not overlap.

The number of consonant gradation rules in Estonian twekleorphol-
ogy is 16 - this is the number of different lexical-surfaceuacter pairs that
correspond to the weak grade (strong grade is consideradltiahd weak
grade - marked).

14.4.2 Finite state morphology of Sami

Sami consonant gradation is intertwined with many otherphophonolog-
ical processes, such as stem vowel alternation and dipgtsiomplification.
We use dummy elements to trigger the different morphopramicél pro-
cesses.

We will present two approaches to representing the cons@radation
types with two-level automata, the process-wise and theneagwise ap-
proach, respectively. We will concentrate upon three tygfealternations:
The quantitative alternatiorff(f), the voicing alternationbb:pp and the
seemingly inverted alternatiag:igg for the Northern Sami schwa alterna-
tion.

14.4.3 Process-wise vs. segment-wise alternation

In the two-level formalism, we may generalise over eithensomant gra-
dation type (i.e., over context) or over alternating leti&f illustrate both
options with an example from Lule Sami. First we give a ruletfe Lule
Sami consonant alternatieng : rg, the rule in 4 (as a rule collapsing the 19
different consonant gradation patterns of this type thatlmfound in Lule
Sami). We may note thaftakes part in another consonant gradation pattern
as well, in theg:f pattern in Figure 5, with 3 other consonant pairs.

Cx:0 <=> Vow: Cx _ Cy Vow ( StemCns: ) WeG: ;

where Cx in (bddgkllImmnppssss hh)
Cyin(mjn hndjtbpdstkmntgk)
matched ;
FIGURE4 "Gradation Series 1, lll-Il, three-letter patterns”

Cx:0 <=> Vow: _ Cy Vow ( StemCns: ) WeG: ;
where Cx in (b ddg)

Cyin(mijn h)

matched ;

FIGURE5 "Gradation Series 1, II-1, two-letter patterns"
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Alternatively, one may choose to analyse the alternati@uistion not as
a generalisation over multiple types, but as a generatien multiple con-
texts, i.e. write one rule for each of the 10 consonant tratraolved in the
23 alternation patterns of the 2 rules above. The resuly,foray be seen in
Figure6:

g0 <=> Vow: (g ) _ h Vow: (StemCns: ) WeG: ,
Vow: [ jllirlv ] _ g Vow: ( StemCns: ) WeG: ;

FIGURE6 “Consonant gradation g:0”

The Lule Sami consonant gradation was analysed in both v@wgered
according to context, the set contains 20 rules, orderearditg to alternat-
ing consonant, it contains 25 rules. When ordered accordirgjternating
consonant, each rule contains appr 4 subrules, thus tHentoteber of rules
in the latter approach is 74.

The computational difference between the two is that odieceording
to context, the rule set contains a large number of confictiontexts, who
must be resolved by the parser. The parser is good at it, bakés time, a
quarter of an hour on a not too fast machine, as a matter afGachparing
the compilation time between the two rule sets (on a 400 MHzdPdMac
G4), we se a huge difference, cf. Table 6.

Rule set ordered #of #of Compilation time
according to: rules subrules real user system
alternating consonant 4 16  0m11.013s 0m1.140s OmO0.240s
context 4 4 16m14.387s 3m8.250s 0m7.430s

TABLE 6 Compilation time

We discuss the compilation issue at the end of paragraphl14.5

Schwa alternation

This alternation was represented in Table 3 above. In LuieiSais alter-
nation may be analysed in the same way as the quantitatemnation type
zyy : xy found in pairs likeliehppa:liehpa'shelter Nom:Gen’. The phono-
logical realisation is different in the two cases, but froooanputational point
of view, this is irrelevant. In Northern Sami, the gradatioguestion is writ-
tenzy : zyy, and here this alternation must be analysed in a differegt wa
The method chosen was to represent the strong grade undgylgsz’y, and

to replace the apostrophe with the consonant to the rightanteak grade,
and then to prevent any apostrophe from the surface repietisen
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14.5 Comparing the treatments
14.5.1 Consonant gradation as lexeme property or as lexicqroperty

Originally, consonant gradation was a phonological aligom, which af-
fected phonologically defined consonant clusters in pragioally defined
environments. As we have seen, the environments have nomnmgemor-
phological, and must be treated as such. When it comes taddating con-
sonants themselves, the situation is not that clear. Masteophonologically
appropriate stems undergo consonant gradation, but nof edem do. The
gradation types are not equally regular, in Estonian, fangxe, the qualita-
tive gradation forms a closed class, whereas the some typies guantitative
consonant gradation are regular and productive.
In principle, there are two ways of dealing with this:

1. Alternating and non-alternating consonant clusters rase distin-
guished in the lexicon, rather, they are directed to difieseiblexica,
and treated differently there.

2. Alternating and non-alternating consonant clusterpaiated towards
the same sublexica, hence they have the same morphologyiffhe
ference is found in the stem, where the consonant clustergiaen
different archiphonemes. Either the alternating or the-albernating
consonant may be given the special phoneme.

The S&mi wordgyoahti’hut’ and stdhta’state’ both contain the conso-
nant clusterht-. The former alternates witid-, and the latter does not. This
difference may be handled in two ways, denatexthdb in Figure 7.

a. Directing gradating and non-gradating to different lexi ca
LEXICON NounStems
goahti GRADATING-BISYLL-NOUN ;
stahta NONGRADATING-BISYLL-NOUN

b.i One continuation lexica, but marking the gradating noun
LEXICON NounStems
goahti:goahTi BISYLL-NOUN
stahta BISYLL-NOUN

b.i One continuation lexica, but marking the non-gradatin g noun
LEXICON NounStems
goahti BISYLL-NOUN
stahta:stahTa BISYLL-NOUN

FIGURE 7 Two strategies for continuation lexica

In a., the subsequent lexicon GRADATING-BISYLL-NOUN wouddn-
tain a consonant gradation trigger not present in NONGRADKI-
BISYLL-NOUN. In b.i, we would have a morphophonologicalewdhanging
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T to d, and another rule deleting h in front of adpair. Solution b.ii would
be the mirror image of b.i, having gradation as the defaudecavith a rule
deleting all instances of t (but not T) in the context h_V,tfoe relevant word-
forms, and with a rule rewriting T as t in all contexts.

Whether to choose b.i or b.ii is a matter of taste. If consbgeadation is
the rule and not the exception, it is of course tempting tatttiee exceptions
as such. On the other hand side, giving gradation the spgee@inent makes
it easier to control: Gradation occurs where we have saititisdould, and
nowhere else. Both Koskenniemi (1983) and the presenttiegatof Estonian
thus chose the b.i option.

The Sami solutions presented here opt for alternative & gikes a sim-
pler stem lexicon but more complicated continuation lexiad indeed, the
Northern Sami transducer has 250 continuation lexica ®ntiun, adjective
and adverb complex, as compared to the somewhat lower 1@sfonian.
Note that the number of continuation lexica is also dependpon the cov-
erage of the transducer. The Lule Sami transducer has a weakerage
for derivational processes, and a somewhat more regulectadj declension
pattern, and here the number of continuation lexica is 108.

For our Southern S&dmi transducer we have chosen optiomi.although
the numbers cannot be compared directly (Southern Samirdddgve con-
sonant gradation, but its Umlaut phenomenon is of compasize and com-
plexity), it contains only 29 continuation lexica.

records per  root Processor Compilation time
language lexunit lexicon states archs paths MHz rule tramsrins
Estonian 109/55=1.98 400 1,940 5,009 circular 700 3s Os
Lule S. 166/48=3.45 760 2,413 4,722 755,374 1,400 0.5s 1.6s
North. S. 75,294 95,652 258,350 circular 1,400 1m 6.2s 2@s38.
Lule S. 400 6.2s 12.2s
North S 400 5m6.5s 7m 25.6s

TABLE 7 Comparing the compilation of Estonian and Sami

In evaluating the results shown in Table 7, one has to be athatethe
rule sets have been built based on different principles tidon Sami uses
the context-oriented approach, whereas in the rule setsstmnian and Lule
Sami each rule handles a concrete pair and lists all theldessintexts dis-
junctively on the right side of the rule. There are lots offiai conflicts in the
Northern Sami rule set, which is reflected in the compilatiare. As long
as compilation time is not a critical factor, the contexieated approach of
Northern Sami is fine, but writing two-level rules relatiethe alternations
will reduce compilation time drastically.
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14.6 Conclusion

The two-level morphology compildwolc is fully capable of handling even
large and complex grammars. However, in a longer perspgeativcould try

to combine two-level and replace rules (another tool from Xerox finite
state package xfst— can be used for that purpose), as some kind of rules are
more convenient to be handled by replace rules.

Non-segmental morphology may be handled by abstract, seginelle
triggers.

If compilation time is a factor, then context conflicts shibble resolved
before compilation. Still, even for large rule systems cdegpon machines
as slow as 400 MHz, this only gives 7 min as compilation timaridy a
developmental phase this may be a nuisance, but it can tewitb. And
better source code reduces the compilation time to seconds.

We have shown that the finite state system of lexicons and ho¢h of
which are computationally finite state transducers is vezyilile: the sys-
tem builder can choose if (s)he wants to describe a certanghenon by
rules or by lexicons. As a rule of thumb, stem changes are lil@lg to be
described by rules and morpheme combination rules by lesicbut as we
have seen, some types of the stem changes can be more yadesatibed
by continuation lexicons.
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RUSTWOL.: A Tool for Automatic

Russian Word Form Recognition
LIISA VILKKI

15.1 Introduction

The purpose of this paper is to describe the earlier verdiRUSTWOL as a
tool for automatic Russian word form recognition. The tlegical foundation
of the RUSTWOL program is the two-level model, a languagiependent
model of morphological analysis and synthesis by Kimmo loskemi

(1983). My description is based on a document written by nmeend was

working as a linguist at Lingsoft (Vilkki 1997). This eanlieersion of RUST-
WOL was later used at Lingsoft as a basis for a new format. Tdveen

version of RUSTWOL, representing the new format, and itsudoentation,
written by me, are currently available at Lingsoft for custrs only.

The main motivation for turning back to history and deseripthe first
quasi-final version of RUSTWOL is that RUSTWOL is one of thestiarge-
scale morphological programs in the tradition of the tweelgormalism -
yet my document at Lingsoft (Vilkki 1997) is the only presatidn of it.
The second motivation is that this earlier version has baefuliat the De-
partment of Slavonic and Baltic Languages and Literatuteésnaersity of
Helsinki for the purposes of research and teaching. In 2D08ed this ver-
sion of RUSTWOL for the morphological analysis of the Russ@orpus
of Newspaper Articles, which is available in the UniversifyHelsinki Lan-
guage Corpus Server (UHLCS) and, in addition, at the Unityeo$ Tampere.
Recently, some changes in the RUSTWOL lexicon and rules beer made
by Alexander Paile (2003) for the purposes of the HANCO piojEopotev,
Mustajoki 2003).

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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In Koskenniemi’s (e.g. 1983,1997) two-level formalism, npinological
phenomena are described as relations between lexical diadelevels. One
character of the lexical level corresponds to one or a nudratter of the
surface level. Therefore, the two-level formalism is nalutvith respect to
analysis and generation of word forms.

The RUSTWOL alphabet includes letters, numbers, specabaters and
diacritic symbols. The surface representations of the iamahs are transla-
tions of their Cyrillic ortography.

The main components of TWOL are the lexicon and the two-leviels.
The RUSTWOL lexicon defines lexical entries and their repnéstions. It
also specifies the morphotactic structure of the languadéramfudes part of
the morphophonological alternations. The RUSTWOL rule ponent con-
tains 50 rules, and it deals with fairly natural, transpaedternations. There
are also rules for the correct combination of stems and gsdifhese rules
refer to the diacritic symbols of masculinity, animacynsivity, reflexivity
and imperfective or perfective aspect. In addition, som#hefrules control
the correct combination of the parts of the compound wordsaBse the
length of this contribution is restricted, it is not possildd describe here the
rule component in detail. In addition, only some parts oflthécon can be
focused on.

15.2 An overview of RUSTWOL

The basic lexicon of RUSTWOL is based on a machine-readaskion of
Zaliznjak (1987). The complete material of this dictionargs not included
in the lexicon of RUSTWOL. The dictionaries Jevgen’eva (19884) and
Zasorina (1977) were used in order to exclude, e.g. vergdufent words,
some words representing special vocabulary and words mhatiéstically
as colloquial, archaic or local. The word material of theiztghk lexicon
was completed with words from Scheitz (1986), Kotelova @)%d Kahla
(1982,1984).

The most productive derivated forms and compounds, ligtedailizn-
jak (1987) in their own entries, are treated in RUSTWOL bytooration
classes and by the mechanism of compounding. Apart fronzZjak, Sve-
dova (1982), Kuznecova and Efremova (1986), Tihonov (1888)BulCina
and Kalakitkaja (1987) were used on matters relating to the descnitio
derivational morphology and compounding. The evolving RM&®L was
tested on various text corpora: newspaper and magaziicgearéind literary
texts. These corpora are included in Helsinki Corpus of RusBexts, which
are available in UHLCS.

RUSTWOL described in this paper has a lexicon of approxiip&t2,000
words. This number is considerably increased by a deriwatimorphology
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and the mechanism for compounding.

RUSTWOL assigns the possible readings of Russian word foflthe
readings consist of the base form of the word and the morgfzdbinfor-
mation of the inflected form.

Word form
Reading: "base form" morphological analysis
Reading: "base form" morphological analysis
etc.

RUSTWOL is meant to be used as the basis morphological todbm
example, text analysis, spelling correction and infororatetrieval. Here are
some central aims and properties of RUSTWOL.:

= analyses written standard Russian

= gives the morphological information of Russian word forms

* has a complete inflectional morphology and a fairly extemdisrivational
and compounding morphology

= contains the basic vocabulary of Russian

= prefers traditional morphological categories

15.3 Lexicon

The lexicon of RUSTWOL consists of sublexicons connecteegtch other.
The sublexicons include mostly root entries but also sorfiddtm entries.
Examples of root entries are given in 15.3.1. A full-formrgntontains the
whole word form and its morphological information. Only teetremely ir-
regular word forms and some compounds, both parts of whietirflected
(see 15.3.3), are coded as full-form entries. For exampfaoaoun form
clto-to‘'something’ has the following two full-form entries:

clto-to # “clto-to INDEF PRON ACC”;
clto-to # “clto-to INDEF PRON NOM”;

15.3.1 Inflection

RUSTWOL incorporates a full description of Russian inflentl morphol-
ogy. It uses 14 parts of speech. The parts of speech and otitphoiogical
properties of word forms are indicated by tags. To each wab&se form and
at least one tag is associated.

Verbs

Verbs are labelled with V and they are identified by aspecthadntense, per-
son and number, voice and reflexivity. Past tense forms arelantified by

person and number but by gender or plurality. Here are som@pbes of the
forms of a vertdelat’ ‘to do’:
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delat’

“delat” IMPF V INF ACT
delaet

“delat” IMPF V PRES SG3 ACT
delal

“delat” IMPF V PAST MA ACT

Participles are labelled with PART and verbal adverbs withD¥. Long—
form participles change according to gender, number ane. &isort-form
participles have a label SH. The following examples are ®ohthe verb
clitat’ ‘to read’”

clitaemyj
“clitat” IMPF V PRES PART MA SG NOM PASS
“clitat” IMPF V PRES PART MA SG ACC PASS
clitaema
“clitat” IMPF V PRES PART PASS SH FE
clitav
“clitat™ IMPF V PAST V ADV ACT
clitano
“clitat™ IMPF V PAST PART PASS SH NE
“clitat™ IMPF V PART PASS PRED

Verbs are divided into two conjugations (1V and 2V). Somébgato not
clearly belong to any of these conjugations (V). Nearly @fleictional types
of verbs have an alternation pattern, which is a sublexicatlists the lexical
representations of suppletion-like alternatives. Thmstef verbs are usually
formed from roots and from some alternation pattern. Mafigational types
of verbs have variants for impersonal verbs. They are ineichy a tag IM-
PERS before other tags.

Correct combinations of stems and endings are defined by ysoper
continuation classes for each alternation entry or endinté lexicons. In
some cases rules are used for forbidding or permitting oatatn combina-
tions. For example, rules (33)-(39), concerning diagike-, P, V, V~, R and
R~, exclude invalid combinations (see below).

Verbal endings are grouped into a few sublexicons. Contion&lasses
can also consist of a single minilexicon:

1V1: PRES PART ACT
1V2: PRES PART PASS, PRES V ADV
2V2: PRES PART ACT

For example, a verpet’ ‘to sing’ has the following entry that refers to the
LEXICON 0J-e/1V:
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pP~VR~ 0J-e/1V;

LEXICON o0J-e/1V
0J 1V011 “et™;
0jP~ 1V1 “et'Q4”;
0JP~1V2 “et™;

e V021 “et™;

eV V32 “et'Q5”;

The first stem, poJ, has the continuations 1V011, 1V1 and awd,the
second stem, pe, has the continuations V021 and V32. Alleetties of this
inflectional type refer to this minilexicon. However, onlyet continuation
classes in the first and in the fourth entry of the minilexi@e possible
for all verbs of this inflectional type. In the second anddhéntry, P~ is a
symbol of imperfective aspect. For all verb stems that ankathP, a symbol
of perfective aspect, the continuation 1V1 and 1V2 are aletu

There are three types of diacritics in verb inflection. Thejicate aspect
(P and P~), transitivity (V and V~) and reflexivity (R and Ri¥)ost of the
verb stems have either P or P~. In this way, perfective an@ifeptive stems
of the same inflectional type can have the same ending micdeg. Diacritic
V is used in transitive verbs and V~ in intransitive verbslyGstems marked
V can get PAST PART PASS and PART PASS PRED ending. These end-
ings are given in minilexicons V31 and V32. So before cordiian classes
referring to these minilexicons there is a diacritic V.

In minilexicon 1V2, the entry PRES PART PASS demands both&/R.
These diacritics are also necessary in the case of PASS REfll.stems
having them can get PASS REFL ending -sal (in minilexicon)RIFGs’ (in
minilexicon RF1). These endings can be added after pergBRES/FUT),
past tense or infinitive endings. After PRES PART ACT or PAGRP ACT
ending some adjectival ending is added and only after itxigleending.

All stems marked R get interpretation ACT REFL. These arédale-
flexive verbs. Many imperfective verb forms have both ACT RERd PASS
REFL interpretations. For example, a foohitauls2ijsalof the verbclitat’
‘to read’ is given the following interpretations:

clitauls2ijsal
“clitat” IMPF V PRES PART MA SG NOM ACT REFL
“clitat” IMPF V PRES PART MA SG ACC ACT REFL

“clitat” IMPF V PRES PART MA SG NOM PASS REFL
“clitat” IMPF V PRES PART MA SG ACC PASS REFL

The first and the second interpretations represent theafisitpentry:
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clitaP~V~R J-0/1V-R;

The third and the fourth interpretations are represemniataf a different
kind of entry:

clitaP~VR~ J-0/1V;

Some verb forms (V ADV, IMPV, PASS PART) cannot get PASS REFL
ending, even if their stems have diacritics P~ and V. Theegfihese forms
have continuations to minilexicons where PASS REFL intetgtion is lack-
ing.

Nouns
Nouns are given a tag N, and they are categorized by gendaheruand
case. A nourdom ‘house’ has, for example, these inflectional forms:

dom
“dom” N MA SG NOM
“dom” N MA SG ACC
dome
“dom” N MA SG PREP

The main declension types of nouns are determined by gemaeculine
(/ASM), feminine (/2SF and /3SF) and neuter (/1SN). All adrthhave sub-
types. These are distinguished on the basis of, for examfié,ending in
MA SG GEN and MA SG PREP, various exceptional plural forms zauat
ous alternation patterns.

Some of the subtypes are further divided into two types ofilsiitons:
words representing the first type cannot be used as the fitstgfaaompound
words, whereas words representing the second type can d¢sese15.3.3).

In addition, there are declension types and subtypes fodsvtrat are
inflected like feminines but are used syntactically as miases (/2SM) or
either as masculines or as feminines (/2SMF) and for woratsatte inflected
like neuters but are used syntactically as masculines (K)SM/ords that
cannot be inflected (/SM-ind, /SF-ind and /SN-ind) and warcturring only
in plural have their own types, too.

A nominal declension type usually includes one or more cotiion
classes of singular forms and plural forms. Some continnatlasses con-
sist of only a single minilexicon.

Some endings in nominal ending lexicons have diacriticsrihgate), N~
(inanimate) or M (masculine). Therefore, only noun stemrtteappropriate
diacritics can get these endings. The combination of stamseadings is
controlled by rules. For example, a nodivo ‘miracle’ has an entry of the
following kind:

divM~N~ /1SN;
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The stemdiv gets some of its endings in minilexicons 1SM1, SPL1 and
SPL3. It has diacritics M~ and N~ and, therefore, SG ACC eggiminilexi-
con 1SM1 and PL ACC ending in minilexicon SPL3 cannot be adBgdon-
trast, the stem can be combined with PL ACC ending in mindlexiSPL1.
A diacritic Q3 in minilexicons is used for compound formatisee 15.3.3).

LEXICON 1SM1
AQ3 TO “SG GEN™;
UQ3 TO “ SG DAT”;
AMNQ3 TO “SG ACC”;
OmQ3 TO “SG INSTR”;
eQ3TO “SG PREP”;

LEXICON SPL1
AQ3 TO “PL NOM”;
AN~Q3 TO “PL ACC";
LEXICON SPL3
Q3 TO “PL GEN”;
NQ3 TO “PL ACC”;
Other parts of speech

The description of other parts of speech is presented inkMilR97. This

version of RUSTWOL does not contain special labels for pro@enes and
abbreviations. However, capital letters in these wordsteav asterisk (*).
Proper nouns can be inflected in various declension typegjeftives, nouns
and pronouns. Some of them, like all abbreviations, arenfledted.

15.3.2 Derivation

The version of RUSTWOL described here has only a system ¢fdegree
derivation. Most of the adverbs and predicatives are déifisx@m adjectives.
Nouns with various suffixes are derived from adjectives obse

Adverbial or predicative suffixes:

-o/le otkryt-o
-i alnvarsk-i

Nominal suffixes:
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-ost'/est’ aldovit-ost’
-nost’ gotov-nost’
-stvo grabitel’-stvo
-estvo imus2-estvo
-instvo dosto-instvo
(-jstvo) bespoko-jstvo
-izm biolog-izm

- glub-’

-ina glub-ina

-nie avlal-nie
-anie zlivopis-anie
-ovanie/evanie absorbirov-anie
-alnie ble-alnie
-enie opolz-enie

Besides the kinds of derived words listed above there amufse, many
other kinds of derived words in Russian. The most frequerthe$e have
entries in the lexicon.

15.3.3 Compounding

This first version of RUSTWOL has a mechanism for building poends,
mainly consisting of two parts. The most frequent compoudssisting
of more than two parts, are listed in the lexicon. Only the hpweductive
first parts are chosen in productive compound formation.tithie of the first
parts can occur as independent words, too. The continuelasses of these
roots include a continuation to the Stem1 or Stem2 lexicamasalternative.
Many compounds have a hyphen and/or a linking eler@eati between the
components. These are usually included in continuatiossela The linking
elementO is realized a® ore.
Word forms that are permitted as second parts have the folgpdiacrit-

ics:

Q1+F1: qualitative adjective (long forms and short forms)

Q2+F1: relative adjective (long forms and short forms)

Q3: noun

Q4: present participle active

Q5: past participle passive

Most of the second parts can be used as independent wordgdDois

that are listed in the lexicon have the diacritics mentioakdve, too. In this
way, the mechanism also permits compounds, consisting oé itihan two
parts. The first parts have a diacritic C1, C2, C3, C4, C5, BRloBB3. They
permit the second parts of the following types:

C1: Q2+F1
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C2: Q1+F1

C3: Q2+F1, Q3

C4: Q2+F1,Q3, Q4
C5: Q1+F1, Q2+F1
B1: Q3

B2: Q4

B3: Q5

The correct combination of the parts is controlled by rute3){(48).

In order to treat compounds, the vocabulary is split up iotar fmain lex-
icons. Steml is the largest one. It contains most nouns;taggs, verbs, and
derivated adverbs and predicatives. In RUSTWOL, the mastyetive nouns
and adjectives can occur as first parts of compounds. Trafimly examples
of possible combinations are presented in surface forntgpxfor #, which
is a sign of word boundary:

REL A+ RELA motorno#-parusnyj (C1+Q2+F1)
QUAL A + QUAL A barhatisto#-mohnatyj (C2 + Q1+F1)
N+ N stroj#bank (C3+Q3)

N + PRES PART ACT  gazo#obrazuuls2ij (C4 +Q4)
QUAL A +RELA geroicleski#-nezemnoj (C5 + Q2+F1)
N+ N kvartiro#sdatclik (B1+Q3)

N + PRES PART ACT  lucle#ispuskauls2ij (B2 + Q4)

N + PAST PART PASS gazo#zas2is2ennyj (B3 +Q5)

Some of the first parts in Stem1 cannot be used as independeufs vior
example the following:

aelro#slkola (C3+Q3)
gamma#-kvantovyj (C4 + Q2+F1)

Lexicon Stem2 includes color adjectives. On the one handnwivo color
adjectives are combined, there must be a linking elementamgphen be-
tween the parts. On the other hand, only a linking elemeneédad, when
color adjectives are connected to nouns or adjectives im5te

Lexicon Stem3 contains, firstly, pronouns, numerals, prapans, abbre-
viations and non-inflecting parts of speech that are not éarin the declen-
sion types of adjectives. In addition, some nouns, adjestand verbs that
are not partaking in productive compound formation areudet in this lexi-
con. Only some pronouns and numerals can occur as first fadgspounds.
Lexicon Stem4 contains only numbers 0...9. The continnatiasses of num-
bers account for words like 0, 125, 2.2, 334, 5, 1997-2000¢86. They also
include a continuation to Stem1.
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15.4 Final Remarks

The most difficult problem that | faced in developing the firstsion of the
RUSTWOL lexicon and rules was the problem of handling conmatsiiboth
parts of which are inflected. This problem is not discussethbyin the doc-
ument Vilkki 1997. Russian has a fairly productive meansoofrfing com-
pounds by inflecting the both parts in the same case and nuobstof these
are nouns, but it is also possible to form compound relatiljectives using
this kind of compounding. For example, the dictionary of §tas compounds
BukCina and Kalaktkaja 1987 lists 82,000 compounds, and approximately
5,800 these represent compounds, both parts of which aeetied. Here are
some examples of these kinds of compounds in the genitive cas

pisatelal-gumanista ‘writer-humanist’
funkcii-kriterija ‘function-criterion’
zlens2iny-uclenogo (sekretaral) ‘woman-scientific &acy)’

Besides genitive, this kind of inflection concerns all theestsingular and
plural cases. Because it was difficult to find any appropmayg to handle
these kinds of compounds adequately, they were totallyueled from the
lexicon.

At a more general level, Koskenniemi (1983) understood thiat
initial two-level model had significant limitations in hdidy various
kinds of non-concatenative morphotactic processes. 8kekards of non-
concatenative phenomena are considered in, for exampés|&eand Kart-
tunen (2003:375-420). They rightly state that non-contatiee morphotactis
is the cutting edge of computational morphology. | wouleltkh emphasize,
however, that the version of RUSTWOL presented here is mottinrent one.
As far as | know, the current RUSTWOL at Lingsoft has, on thelwha more
adequate system of forming compounds. This newer versgesents a new
kind of format the practical implementation of which is bé.e® suggestions
of Koskenniemi.

Appendix

This appendix gives Cyrillic translations of the alphalbsgdiin RUSTWOL.
It also lists all the tags contained in RUSTWOL.
Alphabet:
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RUSTWOL tag set:

e el f g

ACC accusative
; NUM
ACT active
ORD
ADV adverb
. PARENTH
ADV-CMP  comparative form
PART
of adverb PASS
CARD cardinal number
. PAST
CMP comparative
. PCLE
COLL collective
PERF
COMP compound
. ) PERS
CONJ conjunction PL
CONST constituent
. PL1
DAT dative
o PL2
DEF definite
. PL3
DEM demonstrative
.. POSS
FE feminine
PRED
FUT future
" PREP
GEN genitive
: PRES
IMPERS impersonal
. . PRON
IMPF imperfective
. . REFL
IMPV imperative
Lo SG
INF infinitive SG1
INDECL indeclinable
. - SG2
INDEF indefinite
. SG3
INSTR instrumental
. o SH FE
INTERJ interjection
. . SH MA
INTERR interrogative
MA masculine SHNE
SH PL
N noun SUP
NOM nominative
NE neuter x ADV
NEG negative
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h i j k|

numeral
ordinal number
parenthetical
participle
passive
past tense (preterite)
particle
perfective
personal
plural
1st person, plural
2nd person, plural
3rd person, plural
possessive
predicative
prepositional
present tense
pronoun
reflexive
singular
1st person, singular
2nd person, singular
3rd person, singular
short feminine
short masculine
short neuter
short plural
superlative
verb
verbal adverb
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Combining Regular Expressions with
Near-Optimal Automata in the FIRE

Station Environment

BRUCE W. WATSON, MICHIEL FRISHERT AND LOEK
CLEOPHAS

We discuss a method for efficiently computing determini®rzozowski

(derivatives) automata. Our approach is based on effigiestdring regular
expressions using parse trees and expressions using cosuhexpression
elimination.

16.1 Introduction

Derivatives of regular expressions were first introducedBbgozowski in
(Brzozowski, 1964). By recursively computing all derivats of a regular
expression, a deterministic automaton can be construtbegluarantee con-
vergence of this process, derivatives are compared magloidarity, i.e.
modulo associativity, commutativity, and idempotencehef inion operator.
Additionaly, through simplification based on the idenstfer regular expres-
sions, the number of derivatives can be further reduced.

We have developed an efficient method for computing suchnzat by
combining parse trees with the automata. In our implememtatve recog-
nize and remove similar regular expressions throgigial common subex-
pression eliminatio(GCSE) on the parse tree. The concept of GCSE is a
well-known optimization technique in the field of compilesge for exam-
ple (Cocke, 1970). Because the regular expressions aegistoparse trees,

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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and subtrees of common expressions are reused optimallyamwavoid the

expense of storing an entire regular expression (as a siripgrse tree) per
derivative. Also, we never compute derivatives twice forlass of similar

regular expressions.

Reduction of the number of regular expressions by idestitiedone
through regular expression rewriting. Due to the gener&niwork for
rewriting, we are able to reduce using additional rewritesuwhich results
in smaller automata.

An earlier version of some of the research reported on inghfger was
presented as a poster paper at CIAA 2004 (Frishert and Wa2604).

16.1.1 Historical note by Bruce Watson

These algorithms, data-structures, and techniques hawebeen imple-
mented in the FIRE Station environment, also described imalrer of recent
articles. The FIRE Station, related to the FIRE Engine seasfeoolkits for fi-
nite automata and regular expressions, is a workstatipa-éyvironment (in
software) manipulating regular expressions, finite autanend other finite-
state objects, including their languages. In the mid-1990made several
visits to Kimmo in Helsinki. The need and underlying ideas FORE Sta-
tion grew directly out of those brainstorming sessions Withmo and his
group. There were already a number of tools (notably toasfKerox and
AT&T and also INTEX) available, though all rather tightly waled to their
applications in NLP. The core philosophy behind the FIREi&tais to pro-
vide a number of efficient application-neutral algorithms @ata-structures.
Layered on top of this core will be the option of several ‘sKiproviding the
look-and-feel of the various application domains for firstate techniques,
such as: NLP, modeling of concurrent systems, compileigdeséxt index-
ing and hardware design. Each such skin may additionallyigeodomain-
specific operators, views of the automata, etc. Kimmo’s ongimterest and
inputs have given a unique NLP perspective on the potentigications of
a tool such as FIRE Station. (FIRE Station is being made aviai—also in
source form—for noncommercial use.)

16.2 Preliminaries

Definition 1 [Regular Languages and Regular Expressions] We define regu-

lar expression®RE over alphabek and the languages they denaofg; €
RE — P(X*) as follows:

» ) € RE andLRE((Z)) =0

* ¢ € REandLgre(c) = {c}

» Foralla € ¥,a € RE andLgrg(a) = {a}

ForE,F € RE
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. E|FEREand£RE(E|F):ERE(E)ULRE(F)
" EFGREandERE(EF):ERE(E)ERE(F)
» E* € REandLzp(E*) = Lre(E)* O

16.3 Parse Trees
The parse tree is a tree based representation of regulasskpns. Each node
in the tree defines a regular expression based on its chigaréthe operator
associated with the node. In contrast with the binary paesstthat are often
found in the literature, our parse trees are n-ary treeseblgdthe parse tree
are represented by the 4ét and each node € V' is either an internal node
(has children), or a leaf node.
Definition 2 [The Set of Regular Operators] We define the set of constants
and operations on regular languages by their names:

operators = {[0], [e], [X], [], [II, [} o
Definition 3 [Regular Operator Nodes] The set of nodleis partitioned over
operators:
» (Vi:i€ operators:V; CV)
» (Ui:i€ operators:V;) =V
» (Ni:i € operators:V;) =1 O
Definition 4 [Structure of the Parse Tree] The structure of the parseidgree
uniquely determined by the following four functions:

= symbol : Vig; — X

= term: Vi —V

» termset : Vi — P(V)

= termlist : Vi — V* O
Definition 5 [Parse Tree to Regular Expression] For a node V, we de-
fine a mapping-egex € V — RE, from parse tree to regular expression
straightforwardly as:

v v e Vg = regex(v) =0

v E Vg = regex(v) =€

* v € Vg = regex(v) = symbol(v)

* v € V] = regex(v) = term(v)*

v e V= regex(v) = (Jw: w € termset(v) : w)

v v e Vg = regex(v) = termlist(v), - ... - termlist(v)|termiist(v)| -1 O
Definition 6 [Regular Language of a Nod&pr(v)] For a nodev € V, the
regular language representedbys given byLpr(v) € V — RE as fol-
lows:

Lpr(v) = Lg(regex(v)) O
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Definition 7 [Creating Regular Expression Nodes] We can create new nodes
in the parse tree through the functiemnode € ([0] U [e] U ([X] x X) U

([«] x V)U([|] x P(V))U([-] x V*)) — V. This function has to satisfy the
following specification:

v Lpr(mknode([0])) =0

. ﬁPT(mk‘nOde([E]))) {e}

» Lpr(mknode([X],a)) = {a}, (Va € %)

» Lpr(mknode([x],v)) = Lpr(v)*, (Vv € V)

. EPT(mk:node(H], W) =Uw:weW: Lpp(w)), VW e P(V))

. ﬁpT(mkznode([] )) EPT(Wo)'...'ACPT(VV‘W|,1),(VW (S V*) |

Note that these specifications seem weaker than they neeg twoivever,
they allow room for refinement in the implementation. Forrapé&e, given
nodesv,w € V, so thatlpr(v) = {e} andLpr(w) = {a}, the function
mknode([|], v, w) may return a new node € Vi A termset(u) = {v,w};
but it may also simply retur. This leaves room for improvements that will
be discussed at a later point.

16.4 Derivatives

First, we adapt Brzozowski’s definition of derivatives ta parse tree.
Definition 8 Functiond € V' — RFE determines whether or not the regular
language represented by a nadec V' contains the empty string and is
defined as:

o0(v) =e,ife € Lpr(v)

5(’0):@, ifE%EpT(’U) O
Definition 9 [Brzozowski Derivatives] For node € VV and symbok € ¥
the derivatives functio € V x ¥ — RFE is defined as:

v if v € Vig), thenD(v,a) = 0)
v if v €V, thenD(v,a) =0
v if v € Vg A symbol(v) = a
v if v € Vig) A symbol(v) # a, thenD(v,a) = ()
v if v €V}, thenD(v,a) = D(term(v),a) - v

v if v e Vi, thenD(v,a) = (Ju : u € childset(v) : D(u,a))

v if v € V], thenD(v,a) =

(D(termlist(v)o, a) - termlist(v)y - ... - termlist(v)sermiist(v)|—1)

|(0(termlist(v)o) - D(termlist(v)y ... termlist(v)termiist(v)|—1, @) O

Our goal is to find or create a node in the parse tree that repteshe
derivative of a given node-symbol pair. To this end, we idtree the function
A € V x ¥ — V. A straightforwardA could satisfyregex(A(v,a)) =

,thenD(v,a) = ¢
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D(v,a). We deviate slightly and only require the weaker conditidn o
Lpr(A(v,a)) = Lre(D(v,a)), i.e. that the regular languages rather than
the regular expressions are equivalent. This allows us sooe to add
optimizations, potentially leading to smaller automataalso allows for a
straightforward definition of\ in terms ofmknode, as seen in Def. 10.

Definition 10 [Derivatives via the Parse Tree] We create the functore

V x ¥ — V, which computes the node representing the derivative ofengi

nodev € V and symbok € ¥, such thatC pr(A(v,a)) = Lre(D(v,a)).

A is expressed in terms aiknode:

v if v € Vigj, thenA(v, a) = mknode([0)])

v if v € V), thenA(v, a) = mknode([()])

v if v € Vg A a = symbol(v), thenA(v, a) = mknode([e])

v if v € Vg Aa # symbol(v), thenA(v, a) = mknode([@])
[ v)

v if v € V], thenA(v, a) = mknode( ],A(term( )
v if v € V), thenA(v,a) = mknode(]|], Uu u € termset(v) :
A(u,a))

v if v € Vi Atermlist(v)o ¢ null, thenA(v, a) = mknode([-],
A(termlist(v)o, a), termlist(v)1, . . ., termlist(v) termiist(v)|—1)

v if v € Vi Atermlist(v)o € null, thenA(v, a) = mknode([[],
{mknode([],

A(termlist(v)o, a), termlist(v)y, . . ., termlist(v)|termiist (v)|—1);

A(mknode([-], termlist(v)1, . . ., termlist(v)|sermiist(v)|-1)> @) })
O
All that remains is an implementation of the functiotknode. To this end,

we now discuss our means of dealing with similar expressaoidsreduction
via identities.

16.5 Common Subexpression Elimination

The subexpression of a nodds the regular expression as described by the
parse tree. It is not uncommon for two equivalent subexpesgo occur

in different parts of the parse tree. By finding and elimingtihesecommon
subexpressionsve can merge similar derivatives.

Definition 11 [Subexpression Equivalenee.,.] Nodesv, w € V are in re-
lationv ~.,. w holds if any of the following holds:

"Uv=w

"V, W E V[@]

= v,w € Vg

» v,w € Vi) A symbol(v) = symbol(w)

v v,w € Vg Aterm(v) ~ese term(w)
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FIGUREL (a) (abc)*abc before GCSE (b) after GCSE

v v,w € Vi A (Vp € termset(v) : (3q € termset(w) : p ~ese q))A
(Vg € termset(w) : (Ip € termset(v) : p ~ese q))

rv,w € Vg A (Vi 0 < i < Jtermlist(v)] o termlist(v); ~ese
termlist(w);)

Note thatv ~.sc w = regex(v) = regex(w) O

We can reduce all nodes that are in the same equivalenceddéined by
~¢se t0 @ single node. This process is cal@tbbal Common Subexpression
Elimination(GCSE). Removing equivalent nodes does not affect the aegul
languages represented, however, it does change the pegdatty a directed
acyclic graph (DAG). As an example of this, the regular ezpi@n(abc)*abc
results in the parse tree in Figure 1(a). The subexpresdionccurs in two
locations. We can replace these by a single instance, agiimd-1(b). Note
that we will continue to use the term parse tree, since ttsiilishe intended
interpretation of the graph; the fact that it is a DAG meralgyides us with
a more efficient representation.

If we integrate GCSE into the functionknode, we can establish the fol-
lowing invariant:

Definition 12 [CSE Invariant]Vuv,w € V : v ~ege w = v = w) O
This CSE invariant means that we will never create a new nbde i

~¢se €quivalent node already exists, and it allows us to detacincon sub-

expressions without resorting to expensive recursion:

Definition 13 [Subexpression Equivalence without recursion] Nodes €

V, are in relatiorv ~.s. w if CSE Invariant of Def. 12 holds, and if any of

the following holds:

V=W

"V, W E V[@]

= v,w € Vg

» v,w € Vg A symbol(v) = symbol(w)
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TABLE 1 Rewrite Rules for identities. Note that € RE
0-FE—10
E-0—0
e-F—F

* v,w € Vi Aterm(v) = term(w)
* v,w € Vi Atermset(v) = termset(w)
» v,w € Vi Atermlist(v) = termlist(w) ad

When attempting to create a new (internal) node with operatoc
operators and childreni¥, finding a node that is-... equivalent (if it ex-
ists) can be done by examining the parents for the child nod#&s to find
a nodem € V, and children equal td/. We can instantly find the parents
of a particular node by storing the reverse relations froenghrse tree. Note
that it is sufficient to search the parents of only one of tleenents ofit” for
an equivalent parent node, rather than all the childrenalmse a matching
node will be parent to all the nodesi#. To maintain the CSE Invariant of
Def. 12, we return the equivalent node if it is found to exdstd only create
a new node if it does not exist.

16.6 Rewriting

As suggested by Brzozowski (Brzozowski, 1964), the numbeleadvatives
can be reduced by simplification using the identities. Welémgnt this us-
ing a rewriting system as described in (Frishert et al., 2088 discussed,
the specification oA was deliberately weak, which now allows us to use any
number of rewrite rules. If we wish to obtain the exact Braogki deriva-
tives automata, we restrict ourselves to the rewrite ruid&able 1. If we add
additional rewrite rules we can potentially obtain smadletomata.

Combining rewriting and GCSE, the functientnode can now be imple-
mented as follows for a given operator and operand (eithgn#sl, node,
nodeset or a nodelist): If an applicable rewrite rule exispply that rule, re-
sulting in a new operator/operand pair. Repeat this urgildlare no further
applicable rewrite rules. For the final operator/operand pa& search the
existing nodes for a CSE-equivalent node. If such a noddsexige return
that node; otherwise we add a new node to V and set its opfyp&sands
accordingly.

16.7 Results and Future Work

We have implemented the approach discussed in this paper too FIRE
STATION, see (Frishert, 2005). All figures in this paper were gemerasing
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FIGURE2 Combined Parse Trees for the Derivativegaic)*

FIRE SraTION. In Figure 2, the combined parse graph for the derivatives
of (abc)* is shown. The numbered edges indicate the order of condaténa
nodes: due to GCSE, a node can be used in multiple concatersiadnd the
order for these concatentations is sometimes conflictiadyjing it impossible
for the concatenated nodes to be drawn in left-to-rightiorde

The extended regular operators: negation, intersectidaijre/symmetric
difference, negation, as well as the POSIX character cdassed repeat
ranges can easily be added to this framework and require emadireate-
ment.

The approach we have discussed in this paper also lendkvitsklto
partial derivatives (Antimirov, 1996), which also have bdenplemented
successfully in FIRE 8ATION.

We see two interesting next steps. First, additional rewtites, which may
result in further reduction of automata sizes, could beuidetl. Second, it
may be possible to perform incremental minimization, rédgiintermediate
memory requirements.
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Linguistic Grammars with Very Low
Complexity

ANSSIYLI-JYRA

17.1 Introduction

Fifteen years ago, in the COLING-90 in Helsinki, Kimmo Kosk&mi
sketched a finite-state approach to surface syntax (Kogkemni990): an ap-
proach that later became known by the name Finite-Stateskdon Gram-
mar (FSIG). During the subsequent few years this approashwastigated
by Koskenniemi's associates Pasi Tapanainen, Atro Voodfaand some
others in the Research Unit of Multilingual Language Tedbgyp at the De-
partment of General Linguistics at the University of Heksin

A while after Koskenniemi’s proposal, technical problerakated to the
state complexity of FSIG grammars became a major challengfeesifurther
development of the system. However, this was largely dudeofact that
the rules in the first grammars did not suggest means to éxtpmiocality
of linguistic constraints. Meanwhile, a similar but lesshatious constraint
system flourished independently in France as Maurice Grudsia students
had introducedbcal grammarsand developed algorithms that apply these to
lexically ambiguous sentences.

In 1995, the current author became involved, for the firsetim investi-
gations that pursued more efficient FSIG parsing strategiescomplexity.
These investigations continued in 2000’s and led to a PhEigh€his chapter
tries to give an overview of the recent discoveries relatethé complexity
of FSIG parsing. The chapter is structured as follows: 8acti7.2 sketches
a rough background of Kimmo’s approach, relating FSIG tovile## known
CG framework, and to finite-state methods in general. Sedtib3 general-

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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ambiguous sentence

—————

fixed
selec point
apply apply ‘ ‘ apply ‘constr.‘ ‘constr.‘
cl )/c 2 nothing 1 2
disambiguated sentence disambiguated sent
CG FSIG

FIGURE1 FSIG and its forerunner: Constraint Grammar.

izes the FSIG architecture to non-regular languages agdibtically impor-

tant structures. Section 17.4 explains the star-freenegeepy of the FSIG
grammars. Section 17.5 approaches FSIG parsing throughketastructure,
essentially improving the compactness of the grammar.

17.2 The Background of FSIG
17.2.1 The Inspiration

Kimmo’s FSIG approach was largely inspired by the Constr&rammar
(CG) system (Karlsson, 1990) that can be described as fsllow

The input of CG is a tokenized sentence with alternative irggdlisted
at each token. Each CG constraint rule application is a foamsition that
removes one or more readings of an ambiguous token in a givetext.
Each transformation is a rational transduction. The cdrgerditions tested
by the rules are able to refer to contextual ambiguity ane$d hunches of
alternative readings in the token and its context.

As a whole, a CG parser is a combination of a prioritized urbrules
that is applied iteratively up to a fixed point where no rula caduce any
more ambiguity. The parser works by iteratively selectingoastraint and
an ambiguous token and applying the selected constraihetsdlected to-
ken. This process terminates: the maximal number of inatcarried out
by the parser is proportional to the length of the senteneghErmore, the
order in which the tokens are processed may require a lingaber of back
and forth jumps between token positions. It is thus not gahepossible to
characterize a CG parser (Figure 1, left side) as a regu&tiae.

In 1983, Kimmo Koskenniemi had became an inventor of a palretin-
straint system, the two-level model of morphology (Koskenm, 1983)
(TWOL). TWOL had already been proved a practical alterrstiiva cascade



174 | ANSSIYLI-JYRA

of phonological rules, such as used in generative phonolagya natural
continuation to this work, Kimmo proposed a similar appio&z syntactic
parsing and disambiguation: a system of parallel finiteestanstraints that
defined a regular relation (Koskenniemi, 1990). This sygteasented an al-
ternative for the serial approach of the CG parsing, but veaglaimed to be
equivalent to it.

17.2.2 FSIG as a One-Level System

The formal elegance of FSIG was remarkable. It was a ond-fystem,

while, in contrast, the number of intermediate levels in C&wot bounded
by a constant. Furthermore, FSIG was able to give new ingighpossi-

ble parsing approaches by putting into practice a set-giiecsemantics for
grammars. FSIG parsing consists of two phases:

1. generation of a set of potential reading strings, and
2. constraint-driven selection of the grammatical reasling

First, potentialsentence readingsf the input sentence — each being a
string of morphemes and word boundaries — are constructaddeyting
annotation codes freely into the sequence of input tokengr@ctice, it is
desirable that the insertion is controlled by lexical lopkuThis creates a
set of alternatives that is often referred to asaambiguous sententeThe
generated set is represented by a deterministic finite aatton{DFA) that is
often called thesentence automatén

Second, there areonstraint automataach of which implements a lin-
guistic or administrative constraint, originally desetbusing an extended
FSIG notation of regular expressions. When a new ambiguenigesce has
been generated the constraint automata are applied toaedgcammatical
sentence readings (strings) in the sentence automatos.céhi be carried
out, in theory, by computing a direct product of the senteauttematon and
the constraint automata, or by performing a backtrackirgcefor alterna-
tive analyses. The direct product automaton describeglgthose sentence
readings that are recognized by every constraint automaton

In contrast to the fixed point semantics of the CG disambignoatrocess,
the standard FSIG is a one-level constraint system with bangtraints: if
some constraint rejects all potential readings, there lvélho readings left
in the output. An alternative FSIG framework with soft caasits would be
desirable for purposes of robust parsing (although we devaat to run into
the practical difficulties of Optimality Theoretic apprbes).

1Generation of this set resembles the GEN function in Opttsn@heory, but can be already
constrained by the lexicon.

2Earlier, this automaton used to be acyclic, but this refrids no more maintained in recent
FSIG systems.
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17.2.3 FSIG and State Complexity

In addition to the parallel constraints, the initial deyees of the FSIG frame-
work adopted a useful operation from the formalism of thgioal two-level
morphology: the so-called context restriction operatardmee a part of the
FSIG notation. This regular operator has an interestingpiyisand it allows
for further generalizations (Yli-Jyra and KoskenniemiQ2ap

The FSIG rule formalism is able to specify complex finitetsigrammars
in a very compact fashion. In fact, we could estimate thatdéterministic
state complexity (the size of the minimal DFA) correspougdim the combi-
nation of all constraint automata of a full-coverage gramomauld be some
1019 — 101990 states. The constraints can be applied in linear time torthe
put sentence, according to the the input size, but lineax tamplexity alone
does not thus imply a practical implementation.

It is also important to understand how the complexity of th@ngmar is
related to the way the grammar is designed. A few initial itsson state
complexity ofbracketing restriction operator a recent novelty (Yli-Jyra,
2003c) — andcontext restriction operatofYli-Jyréa and Koskenniemi, 2004)
have been published. Their complexity grows, in the worsécaxponentially
according to the maximum depth of bracketing.

17.2.4 The Quest for Locality in FSIG

Some FSIG experts, including Kimmo himself, have alwaysntaéned the
optimism that an efficient parser for FSIG could be found. fibpe is moti-
vated by the fact that the parse result — the reduced seteshatives — does
not exhibit remarkable state complexity although its cotapan is difficult.
To be more successful, an efficient parser would need to deaserthe gram-
mar in a fashion that maintains compactness during thentgdiate parsing
steps. How this should be done has been an open problem, éxeatly pre-
sented compilation method for rules (Yli-Jyra and Koskentij 2004) sheds
some light on how the grammar can be split into almost indépetmodules.
An informal comparison to a personal computer may be helipfuin-
derstanding compact representations of finite automatéarandition func-
tions: CPUs implement predefined state transitions in anénsa state space,
without any difficulties. This is possible because (i) thdJSPnodify, within
one step, only a small portion of the computer's memory, mgkinlylocal

state transitionsat a time, and (ii) the next state is often computed in par-

allel, largely independent circuits within the processarch as the program
counter, the arithmetic logic unit and the cache). If similasign principles

— locality and decomposition — could be used to store the E$#Gmar and

the intermediate results, we could perhaps find an efficiargqy.
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17.3 A generalization of Kimmo’s Approach
17.3.1 Anti-Approximations

Constraint grammars (CGs) and local grammars are typiegdplied to a
flat sequence of lemmas and tags, without any attempts towipdrack-
eted trees. In contrast to this, Kimmo’s proposal and theRi&sGs included
clausal embedding up to one level of clause boundaries. $tavgued by
Kimmo that only a tiny proportion of running-text senteneesuld contain a
double-center-embedded clause.

The current author (Yli-Jyrda, 2003a) considered explicgh arbitrary
limit d for center embedding in FSIG. This generalization suggestpos-
sibility of taking union of the languages of an FSIG gramm@rs/hen its
d-parameter goes to infinite:

L(G) = Ud—0.0L(Ga) = lim L(Ga).

According to the formula, every FSIG gramn@r such as Voutilainen’s
English grammar (Voutilainen, 1997) is in fact a paramegatispecification
that gives us both

= aseries of finite-state grammarg, G1, G, . . ., and

= an idealistic generalization, amti-approximation (G).

In the case of Voutilainen’s English grammar, the anti-ap.('prnationL(G‘)
is context-free, but, in some other cases, it can be norexbfiie€.

This view suggests a perspective on how non-regular grasowaid be
learned: through a series of regular languages. Furthesrim view suggests
connections to bracket-based representations of norameggammars.

17.3.2 Chomsky-Schiitzenberger Representations

In early 1960’s, Noam Chomsky and Marcel Paul Schitzenb¢t§é3) dis-
covered a technique to represent the language of any ceinéegrammarz
as a homomorphic image of an intersection of a Dyck languageaegular
language that depends 6h

FSIG grammars have a close relationship to the Chomskyi3ehiierger
representations. In any FSIG gramnaay, the parameted actually specifies
an approximation of a Dyck language. By using, in the coirgtsemantics,
a Dyck language instead of its regular approximation, weagepresentation
for the anti-approximated langua@éG).

This view has been very fruitful. We have been able to specifny
new Chomsky-Schiitzenberger style representdtitorsvarious classes of

3This is possible if the grammar uses crossing sets of braeeein (Yli-Jyra, 2004).
4In some of our representations, the Dyck language is digtiiband used as a constant in
the rules. We refer to them loosely as Chomsky-Schitzerbstgle representations.
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dé\su'gj\prmo bj

that man ate an apple

FIGURE2 A dependency tree.

formal grammars. There are such representations for (@nebed context-
free languages, (ii) projective dependency grammars, i@hdgrtain mildly

context-sensitive grammars (MCSGSs) that correspond toestamilies of
non-projective dependency grammars.

A tantalizing opportunity of this approach is to try and degesimilar
bracketing-based representations to further example$aG8Gk, such as tree-
adjoining grammars and (multi-modal) combinatorial caté grammars.
Whether this can be done is an open problem, but a succesd gi@altly in-
crease the relevance of the FSIG framework to Natural Lageg®aocessing
(NLP), since a single architecture would allow for both a@ailistic general-
ization and a series of finite-state approximations.

17.3.3 A New Bracketed Representation for Dependencies

According to Koskenniemi (1990), his approaties not aim to uncover se-
mantically oriented distinctionsThis limitation was maintained in the first
FSIG systems that were clearly meant for partial parsing rastdfor, e.g.
producing an explicit dependency structure.

Dependency links indicate, ideally, how words with pretéeargument
structures are composed in a semantically coherent way.eAsamw in the
above, recent developments of FSIG have introduced neviraaiteworks,
including frameworks for projective and non-projectivgpdadency parsing.

For example, the dependency tree in Figure 2 can be repessaesta
bracketed string as in Figure 3.

# that det [_
# - man  subj [—
# o] ate pred [_
# an det [—
# ]— ]~ apple obj #

FIGURE 3 String with dependency-tree bracketing. The line breaks haen added.

In non-projective dependency structures (Yli-Jyrd, 200319)4), we use
disjoint sets of brackets and follow a non-trivial generation of the so-
called stack discipline when allocating crossing bracketanks to this, each
non-projective structure has a unique encoding as a brettkéting. The cor-
responding system of stacks is connected to a class of MC8IG3yta and
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Nykanen, 2004).

The ability of recent FSIGs to cope with dependency treed (aaphs)
under certain performance restrictions suggests thatrémeeivork might be
capable of assigning even some semantically coherenttescn terms of
syntactic dependencies.

17.4 A Characterization of the Complexity of FSIG
17.4.1 Background

Thestar-free languageare the smallest class of languages that contains all fi-
nite languages and is closed under concatenation and tHedBooperations.

In Coding Theory, Schitzenberger (1965) made a seminahfiruly char-
acterizing the star-free languages with aperiodic finitetagtic monoida
Mathematics of Coding Theory and in particular the studytaef-free lan-
guages are inherently connected to linguistic performacaemunication
and error tolerance, but star-free languages are seldausdied in linguis-
tic literature. As a positive example, Kornai (1985) argaasractical lim-
its in natural language semantics, and how this supportsssungption of
star-freeness of natural language. The relevance of gartdnguages to the
language acquisition task has been demonstrated segdnaielarning algo-
rithms that cope with certain star-free classes of regalagliages (Segarra
etal., 2003).

17.4.2 Establishment of Star-Free FSIGs

The property of star-freeness has been recently assigrtbe tSIG frame-
work. First, the star-freeness of the annotated languaserithed by Vouti-
lainen’s English FSIG was established through a rewritipgraach (Yli-
Jyra, 2003a). Second, it has become increasingly cleatthé star-freeness
restriction does not imply essential losses in the linguiapplicability of
FSIGs although it is not difficult to construct artificial exples of FSIGs
that fail to be star-free. This is indicated by the flavors @irdree FSIGs
that coped with various syntactic structures, includingcketed string rep-
resentations for unranked constituent trees, projecimeddency trees and
restricted non-projective dependency trees.

17.4.3 Definability in the First-Order Logic

Robert McNaughton and Seymour Papert (1971) discoverédttdrafree lan-

guages are exactly those describedif[<], a fragment of first-order logic
whose signature contains linear order relatiorover string positions. This
result is important because it connects star-free langageh as described

STransitions of a minimal DFM = (Q, i, F, %, §) define forw € 3* the functiond,, :
Q — Q. The set of all functiong,, with a composition operator and the identity elemé&nis
the transition monoid oft as well as the syntactic monoid of the langudgel).
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FIGURE4 Computational complexity of polynomial-time problemsapted from
Immerman (1999).

by FSIG grammars, to (i) the locality characterizationsrstforder definable
structures, and (i) to descriptive complexity.

First, we get access to a famous theorem by W. Hanf (Immera&99,
p.102-103). According to this theorem, first-order fornewleith abounded
quantifier rank cannot distinguish between two graphs of bounded degree if
the graphs have the same number of local neighborhoodspdssible types
where the number of possible types depends exponentialligeogquantifier
rank. The definition of locality is here more general than ibP\since it
involves quantification.

Second, we get access to results in Finite Model Theory, evheany
computational complexity classes have been charactarsing fragments of
first-order logic. The close relationship between the coajienal complex-
ity of problems and the richness of logical language neede@scribe them
— their descriptive complexity — was established when Rogifrahowed
in 1974 that the problems computable in nondeterministigraomial time
(NP) are exactly characterized by the problems that can beritbed in ex-
istential second-order logic. Neil Immerman (1999, p.2hmarizes the role
of descriptive complexity as follows:

It [descriptive complexity] gives a mathematical struetwvith which to view
and set to work on what had previously been engineering mumsst

17.4.4 Parallel Computational Complexity

When the languages definable witlD <] are placed into the picture of com-
putational complexity classes, we observe that they cporas, as illustrated
in Figure 4,

= to the logarithmic-time hierarchy, and

= to the uniform circuit complexity clasdC°.

6The quantifier rank of a first-order formula is basically thember of nested quantifiers.
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A short explanation for some classes in Figure 4 is in plabeldgarithmic-
time hierarchy(LH) contains languages that can be recognized with an-alter
nating Turing machine (ATM) imogarithmic time(according to the length of
input) using a bounded number of alternations betweenesxist and univer-
sal states. Theircuit complexity classiC? consists languages whose strings
can be recognized using a constant depth, unbounded-faslyinomial-size
AND-OR circuits. The circuits in the clagg§C* differ from AC° by having

a logarithmic depth according to the length of the strings,rbstricting the
AND and OR gates to ones with two fan-ins.

Star-freeness implies an essential restriction to thellphcamputational
complexity and circuit complexity of regular languages. éuyg all regular
languages, there are some that do not belong8, but all are included in
NC'. AC" contains all star-free regular languages (Thomas, 1997).

17.5 Structure of Annotated FSIG Languages
17.5.1 The Dot-Depth Hierarchy

Based on the star-freeness of FSIGs, we are able to studyahaso rep-
resent and parse these grammars in a compact fashionr&dahguages
admit representations that are not available to regulguages in general.

A particularly interesting representation of star-freggaages is based on
the closure of finite languages, Boolean operations an@Bedconcatena-
tion products Such a representation of star-free languages generate-an
nite sequence or hierarchy of language classes. One of fiséhp®sequences
is the dot-depth hierarci8, B, Bs, . . . that was introduced by Brzozowski
and Knast (1978). It defines the set of all star-free langstage

11— 00

The dot-depth hierarchy is defined over an alphabas follows:

= B, consists of finite and co-finite subsetsXf,
= C,; consists of concatenations of languageBin
= B, consists of Boolean combinations of language€jn; .

Thomas (1982) showed that the dot-depth hierarchy correlspdo the
quantifier-alternation and logarithmic-time hierarchi@sntioned above. Ac-
cording to Thomas, languade € B; can be described by a prenex normal-
form that has a so-called; prefix of quantifieré.

If we knew the lowest dot-depth lev8,; that contains the language (the
set of annotated strings) of a grammar, we could say moretaheparallel
computational complexity of the grammar. Unfortunateg tletermination

A formula is in prenex normal-form if it consists of a string quantifiers applied to a
quantifier free formula.
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of the exact dot-depth of a language is a difficult (open) [@mob We can
still easily approximate the level from above because theddpth depends
mainly ond, the depth of allowed bracketing. For example, approxiomesti
of the Dyck language can be constructed using a recursivéreaformula
(Yli-Jyra, 2003a) that specifies a language belonginBg,. This can be
shown easily by the structure of the recursive formula.

In summary, understanding of the locality in FSIG grammear be
largely built around the relationship between descriptine parallel com-
putational complexityd, the dot-depth and the size of the quantifier prefix.

17.5.2 Relative State Complexity of FSIGs

Parallel computational complexity of FSIGs is not just abawon-
deterministic time. If the minimal DFA equivalent to an ATMwd be con-
structed in a straightforward way (the problem is undedeldétr arbitrary
ATMSs), regular operations applied during the constructiaiuld contribute
to thestate complexityf the result. It is imaginable that the alternation be-
tween the existential and universal states would amourddditional steps
in the state complexity.

In an FSIG approximation of non-projective dependency gnans, the
depthd of bracketing corresponds to the number of alternationsde con-
catenations and Boolean operations, while the combinafiendisjoint sets
of brackets corresponds to an intersectiomditar-free languages. Both of
these parameters are able to cause an exponential growik stdte com-
plexity of some pathological FSIG grammars.

In the structure of FSIG languages, certain language clasmations
seem to differ radically from the Chomsky hierarchy. Forrapée, if we
anti-approximate the mentioned FSIG implementations of pijective de-
pendency grammars, induces a hierarchy of MCSGs. Such hierarchies of
MCSGs are often seen to exhibit a competence feature, vimited clausal
embedding would be an example of a performance feature nimasi to this
complexity landscape, both these parameteg¢ssings and embeddings)
appear to be equally important when we determine the stat@lexity of an
FSIG, and the number of crossing sets of brackeisloes not have any role,
when we determine the asymptotic bound for the dot-depth.

17.5.3 Parallel Decompositions

Each new dot-depth level makes references to lower dotdeptls in a
similar fashion as compact parse forest representatiaisgrabiguity that is
beyond the domain of locality. This observation suggestsrapact parallel
representation for FSIG grammars where= 1 andd > 0 (an FSIG with
n > 1 is obtained by combining simpler FSIGs under intersectidhg use
of such a representation requires the following steps:
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potential analyses

llayer 1 ilayer 2 L layer 3
constr. constr. constr. constr,| constr|. constr.
FSIG 1 2 1 ! " 2"
=t
Ll
=
Y

accepted analyses
FIGURE5 FSIG parsing with layers and sub-grammars.

= decomposition of each FSIG constraint into separate cainstreach of
which checks one layeige. level of brackets (>sub-grammars),

= applying the constraints of each layer into a separate cbfhemsentence
automaton, and

= combining all the constrained sentence automata to olftaifirial result.

These tasks have been discussed more in detail by the aMthdy(&, 2005).
A rough overview of the proposed parsing strategy is preskint Figure 5.

17.6 Conclusion

We have presented an overview of the FSIG approach anddéi&i€s gram-
mars to issues of very low complexity and parsing strategyevded up with
serious optimism according to which most FSIG grammarsctcbaldecom-
posed in a reasonable way and then processed efficiently.
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Speech and Meaning
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Speech is Special: What's Special about
It?

OLLI AALTONEN AND EsA UUSIPAIKKA

From the ethologist perspective, speech is to the humaig lasiecholocation
is to the bat or song is to the bird. Thus, speech, as well aghtbrological
communication it underlies, is plainly a species-typicalduct of evolution.
Speech defined as the production and perception of vowels@msbnants
originates from a pre-phonetic capacity to perform speecmds and ges-
tures. Similarly, language defined as the syntax "machinigimates from a
pre-syntactic capacity to organize longer sequences afdsoand gestures.
We suggest therefore that the faculty of human languageisdical and thus
a product of evolution. Furthermore we suggest that forarajliage follows
from speech which is based on motion (gestures) and peoceptimotion
(sensorymotor perception of articulatory gestures).

18.1 Biological View of Language and Speech

Language depends on ‘being human’. From a scientific petispdanguage
is neither a divine gift nor a “cultural invention”, but a ghact of human bio-
logical evolution. Spoken language evolved to make rapa@l/oommunica-
tion possible, providing man with a better chance of sunguvn the struggle
for existence (Darwin, 1874). Every normal individual aitgs language in
a uniform and automatic way by going through the same stagi®e dame
age, without requiring specific instruction (Stromswol896). Once learnt,
the complex processes of speech production, perceptiosyantactic coding
become automatized and are carried out below the level cfotous aware-
ness, allowing the semantic content of the message to beithary concern

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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of the speaker or the listener. Hence, in order to say a wardpkakers need
not to know what sequence of sounds it comprises but onlyitd thf its
meaning. Indeed, they do not even have to know that it has lingpérhe
specialized speech system automatically converts thegibgical represen-
tation of the word into the coarticulated movements of thealators that
convey it. Correspondingly, to perceive a word, listenersdchnot puzzle out
the complex and peculiarly phonetic relation between dignd the phono-
logical message it conveys. All we have to do to perceivedpésto listen;
somehow the meanings just emerge as the sounds go by. Agaiphonetic
specialization automatically parses the sound so as toreedts phonetic
structure. Hence processes of speech, whether in produatiperception,
are not calculated to put the speaker’s attention on theglbgital units that
those processes are specialized to manage. Thus, a coregigr dunction-
ally completely different from animal communication, mhaie evolved for
spoken language (Pinker 1994, pg. 362).

The phonetic units of speech are the vehicles of every laygoa earth,
and they are commanded by every neurologically normal hibeary. Lai et.
al. (2001) found a gene, FOXP2, which seems to be involvegdéech. The
regulating gene, located on chromosome 7, was discoverée sthdying a
family most of whose members had troubles controlling thiggrand tongue
and forming words. More recently, Enard et. al. (2002) stddtOXP2’s evo-
lutionary history by comparing versions of the gene in vasiprimates and
mice. According to these comparisons FOXP2 has remaineth@siy un-
altered during mammalian evolution, but it changed in husrefter the ho-
minid line of descent had split off from the closely relatdtincpanzee one.
The changes in the gene are universal in human populatiovesdEet. al.
suggest that the changes affected articulation and theyastthat the hu-
man version of the gene emerged only 120,000 years ago. [etta mu-
tation of the FOXP2 was the final adjustment that allowed spée become
autonomous, freeing the hands for the development of tdofies. Thus,
writing and reading did not evolve as part of the languagelfg@nd, there-
fore, writing and reading differ biologically from speedieing intellectual
achievements in a way that speech is not. Many languagestdzven have
a written form, and, among those that do, some competenkepefind it
impossible to master. Awareness of phonological strudgiadviously nec-
essary for anyone who would make proper use of an alphabmtjut,sbut
such awareness would not normally be a consequence of hieangt to
speak.



SPEECH ISSPECIAL: WHAT' S SPECIAL ABOUT IT? / 187

18.2 Emergence of Symbolic Species

The Victorian people must have been quite shocked when Dagvesented
in his Descent of Man (1874) that man evolved from apes. Atiogrto
Klein’s scenario (Klein, 2000), the first primate with bigédocomotion
(Ardipthecus ramidus) lived on African savanna roughly hidlion years
ago and it took about 2 million years of additional evolutlmefore the first
crude tools appeared in the paleontological record abd&utr?llion years
ago. Brain expansion in homo line begins around 1.2. miliears ago and
the period of most rapid brain expansion occurred betwe8rabd 100 thou-
sand years ago. However, all human fossils from 30,000 yegwdo today
share the same modern anatomical form: a distinct skullesteafarge brain
(1,350 cubic centimeters), a chin and a lightly built sketetNeanderthals
were as human as we are but something dramatic must haverteapaleout
30,000 years ago when Neanderthals suddenly went extinct.

Neanderthals’ disappearance coincided with the arrivil@&natomically
modern Homo sapiens (Homo sapiens sapiens). Genetic eeideveals that
Neanderthal DNA is distinct from that of modern humans, amaplies that
the two lineages diverged perhaps 400,000 years ago. Aadieal artefacts
left behind show that 100,000 years ago Neanderthals andtsapiens were
quite similar culturally. However, about 40,000 to 50,0@@ss ago, a massive
transformation occurred (Johanson, 2001; Klein, 200@)IsTbecame diverse
and tailored for different purposes, burials became ektieand hunters be-
gan to target dangerous large animals. This “creative siqguid was almost
exclusively limited to Homo sapiens.

Deacon (1997) suggests that symbolic communication atgig from
new brain adaptations in Homo sapiens sapiens made pobsiitée cultural
information transmission from one generation to anothdrtence better or-
ganizational skills that permitted more efficient utiliwex of sources. Thus,
a modern man was equipped with neural prerequisities fousieeof sym-
bols in communication, while the Neanderthals were evoliiéférently in
this respect. Neither non-human primates seem to havedhjstation. Ac-
cording to an alternative explanation, there is no specifaptation for the
symbolization per se but adaptation was for understandimegre on analogy
with the self and symbols then developed as a kind of natuasequence
(Chomsky, 1991; Tomasello, 2003). From the comparativegestive, prob-
ably the potential for symbolism exists in any animal withraib of sufficient
complexity.

Studdert-Kennedy and Goldstein (2003) suggest that onsturgs of
distinct organs had evolved as discrete, combinable vaiisansion of the
phonological systems have occurred by sociocultural mseEswithout any
further genetic change. On this view, speech as a motoribmetvolved
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from phylogenetically ancient mammalian oral capacit@ssucking, lick-
ing, swallowing and chewing (MacNeilage, 1998). For exampglcking,
licking, and tongue actions for swallowing might have mmigid neuroanatom-
ical differentiation of the mammalian tongue, which thelation of speech
carried further by differentiating tongue tip, tongue bpdgd tongue root
into independent organs of phonetic action. On this view, lihsic unit of
phonological structure is gesture, not the sounds thosergssproduce.

It may be that that the human brain and body were at time ‘laggtready’
in the sense that the first Homo sapiens used a form of vocaieoncation
which was but a pale approximation of the richness of languegwe know
it today. The Mirror System Hypothesis (Arbib, 2003) sudgéisat the func-
tional specialization of human Broca’s area derives fronaacient mecha-
nism related to the production and understanding of motts. dhe mirror
system’s capacity to generate and recognize a set of agtioniles the evo-
lutionary basis for language parity, in which an utteran@ans roughly the
same for both speaker and hearer. Therefore, Arbib (2003,92) states:

extension of the mirror system from a system for recognitibsingle actions
to a system for recognition and imitation of compound acias one of the
key innovations in the brains of hominids relevant to larggua

According to this motor theory of speech (for a review, sege leiberman
1996) the gestures are specifically phonetic, having edodadely for the
purpose of phonological communication. Therefore, apgmdimg phonetic
structures has to be managed by a distinct, language-spgcstem that has
its own phonetic domain and its own phonetic mode of proogssérved by
a neurobiology of its own (speech module). The motor thépsgggest that
the biology of language incorporates a precognitive stigatzon for the pro-
duction and perception of vowels and consonants, and tiha¢pion of those
is therefore immediate; there is no translation from a noemgtic (auditory)
representation because there is no such representatispdech. Thus, early
hominids changed by adopting for communicative use an appaalready
divided into discrete units and specialized perceptuaksydor the recog-
nition of articulatory gestures from the continuously vagyacoustic signals
(pre- or protolanguage). These adaptations in productighpeerception of
speech finally resulted in symbolic communication by exthddesath (lan-
guage). Thus, in addition to changes in the organizatiomefdrain, more
peripheral adaptations were also needed for spoken laegodue favoured
in natural selection.

During the evolution of language speaking and listeningabeeso tightly
integrated that they seem to be merely two different matafess of a sin-
gle linguistic faculty rather than two separate abilitesordinate but distinct.
The distinction between speaking and listening is cleahatgheripheral
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level, because they are based on fundamentally differgyans: At a more
central level, however, the distinction is less clear; &pepand listening si-
multaneously would not be so difficult, if they were not int&igd at some
point. Therefore, the processes of production and pe@eptust somehow
be linked and, consequently, their sensorimotor repraens must, at some
point, be the same. The evolution of brain guaranteed thitydar the ‘mir-
ror’ property) between speaking and listening and, thusesp signals be-
came more relevant for man than other acoustic signals ienkEonment
and became linked to units of language (Liberman, 1996).

18.3 Language and the Brain

Inhuman rationalist principles in the philosophy of scietave held on for
centuries also in the study of language evolution. Accajigirit has been a
tacit assumption in linguistics and psychology that theepuphysical or bi-
ological aspects of language should be distinguished flenpsychological
aspect, and that only the latter belongs to the study of lagg{Chomsky,
1965). Nevertheless, human language is primarily spokdm;hwsuggests
that its evolution must have been constrained by the spgmaEratus and the
auditory system. In recent years alternative views basetthisrperspective
have emerged, indicating that rather than being two indégendomains,
the physical and psychological aspects overlap significgtiehl, 1991).
Therefore, theories of language must link up with theoridsrain function.
Otherwise the study of language degenerates into a signeégsing oriented
or a formalist discipline, both perfectly possible per séfamote from the
study of what actually takes place in human beings when dangeis artic-
ulated or perceived.

From the evolutionary perspective, the brain was not bikdt& computer
with a special design in mind but natural selection is respsa for its de-
velopment. In this process of millions of years of evolutioew anatom-
ical structures and functions developed in succession latively distinct
stages from existing structures (Lamendella, 1980). Thkaages often in-
volved increases in the anatomical size and configuratigradfcular struc-
tures, qualitative changes in physiological and functiarganization, and
increases in the overall information processing poteasaxisting structures
took new functions. New structures arose and carried odtioictions in new
ways. Consequently, all parts of the brain are functionaliggrated so inti-
mately in the course of evolution that physically distineunal movements
for spoken language cannot be shown on the basis of the gragsay of the
human central nervous system. Therefore, there is no ssitgléor language
in the brain but it is scattered all over the distinct partthefbrain.

Biologically human language originates from earlier pdatations
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which pave the way for subsequent adaptive changes (Hyr2®@B). For

example, bipedalism set in train anatomical changes whitmioated in

the human vocal tract. Similarly, changes in human mentahcities were
necessary before modern man became ready for languagee Togsitive

pre-adaptations set forward another process of evolutltotwed to the ap-
pearance of syntax relatively late in the history of man.t8ymnvolves the
stringing together of independent subunits into a larggmali In phonologi-
cal syntax in units, like the speech sounds, there is no ierdgnt meaning,
while in lexical syntax in the units, such as the words, thene meanings
which contribute the overall meaning of the whole signal.

It is nowadays commonly accepted that language somehovwgesgrad-
ually from highly complex neuronal events which are firmlganized on a
time basis. These neuronal events can be referred to as afgmmdgramme
to emphasize the computational character of the highed-teain functions.
The term “serial action programme” (Ingvar, 1983) has besadun neuro-
physiology to refer to conceptual structures, which is mtased in linguistic
literature for temporally organized neuronal events peirig to language.
According to Chomsky (2004), uniquely human component eflimguage
faculty is syntax, varying little among humans and withaghgicant ana-
logue elsewhere. Thus, language is biologically isolatetsiessential prop-
erties, and a rather recent development in human evolu@ibomsky (1991)
has argued that language is not an adaptation at all, brristh by-product
or side effect of the tremendous growth of the human brais. adgument
is that after the brain attained its current size and conityldanguage sim-
ply emerged spontaneously as one of many side effects. eapjuing that
language is not a designed adaptation produced by evo]@ioomsky nev-
ertheless has argued that the deep structure of the grararmarate rather
than acquired, and universal in all humans.

18.4 Comparative approach to evolution of symbols and synta

The faculty of language refers to the narrow syntax “mach(ifaeulty of lan-

guage in the narrow sense, FLN), which is a computationaésysperating
on syntactic symbols according to specific rules of compariaind gener-
ates an infinite number of utterances from a finite set of syictaymbols
(Hauser, Chomsky & Fitch, 2002). FLN represents a “languagan” per
se, which is a subsystem of a more complex structure comgisfitwo inter-

faces: the Articulatory-Perceptual and the Conceptuiriiional (faculty of
language in the broad sense, FLB). The syntax “machine” waistanta-
neously inserted into a mind/brain with the rest of its aeatture fully intact.
Rather, it is embedded within the broader architecture @itind/brain and
it interacts with other systems. Therefore, the systemiimivhich the lan-
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guage faculty is embedded must be able to communicate thessipns of
the language and use them as guidelines for thought ancha&imilarly,
the sensorymotor systems have to be able to read their dgtistns having
to do with sound and the articulatory and the perceptuakgysthave spe-
cific design that enables them to interpret certain progpgrand not others.
Thus, the focus in explanations of the language facultyesthirom the study
of its subcomponents to their interrelations. Hauser atethFR2003) suggest
that animals lack the capacity of recursion implying thalNHk an adaption
produced by evolution, while subsystems that mediate $pg@aiuction and
perception are not. Many characteristics of speech pramtuahd perception
are also present either in our closest living relatives atier, more distantly
related species.

Many bird species can learn songs with phonological syntak apes
are known to show a pre-syntactic capacity to organize loagguences of
sounds. Thus, it may be that combinatory principles undwglphonology
and syntax of human language emerged gradually by a grgderatrging
brain providing more available neurons and more spec@tp&anections be-
tween neurons, not greater intelligence per se (Chomsléj;1Bickerton,
2003). As a result of an enlarging brain, the modular and ljziglbmain-
specific system of recursion may have become penetrable andid-
general, because human mind cannot consist solely of éblatchanisms
that are completely walled off from each other. Selectiomvifa functionally
specialized mechanisms that work well together in variamtanations and
permutations (Buss, 2004). If recursion evolved to solvepatational prob-
lems such as navigation, number quantifications, or soglationships, then
itis possible that other animals have such abilities (Ha@eomsky & Fitch,
2002). Under these circumstances, FLN evolved as a by-ptadevolution
without any survival value.

There are two features of languages, in whatever modaléy #re ex-
pressed, that are generally not present among the comntionigaf other an-
imals: symbols and syntax. Symbolic communication aroseliging within
the reach of a number of non-human animals, while syntax @eddater re-
maining beyond the reach of any other species. Thus, pragjakge, with
symbolic content but no syntactical structure evolved fidifferent genetic
and neural substrate than the subsequent language withxsgBitkerton,
1995; Pinker, 1994). Okanoya (2003) studied complex veattins of Ben-
galese finches and suggests that Bengalese finches and hotftansimilar
developmental path. In both species, phonological devesoy precedes syn-
tactical development. Bengalese finches show syntacticata of singing,
which may have evolved through the process of sexual setectihus, the
rudimentary syntax might have evolved also in humans as progtict of
sexual selection without the need for survival value. Initald, there is also
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some evidence that complex syntactic rules emerge frone gintple sys-
tems of networks, which have a very small number of initiglesptions and
learn from imperfect inputs (Tonkes & Wiles, 2003).

18.5 Concluding Remarks

Computers can be programmed for various purposes; in thsesthe com-
puter is a domain-general information processor. The ilaathere might

be some information-processing problems that the humad was specially

designed to process was missing from the cognitive rexanuti psychology.

For example, the information processing view on speechepéian sees the
perception of speech as a wholly unexceptional exampleeofbrkings of

an auditory modality that deals with speech as it does witbther sounds
to which the ear is sensitive. In so doing, however, this \d8eerifices a more
important kind of generality, since it makes speech pefce@ mere ad-

junct to language, having a connection to it no less arlititsain that which

characterizes the relation of language to the visually gieec shapes of an
alphabet. However, speech is special, but neither moressrde than any
other biologically coherent adaptations, including laage itself. Thus, the
specializations for phonetic and syntactic perceptiorehavcommon that
their products are deeply linguistic, and are arrived atfogedures that are
similarly synthetic.
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Data Mining Meets Collocations

Discovery
HELENA AHONEN-MYKA AND ANTOINE DOUCET

In this paper we discuss the problem of discovering intargsivord se-
quences in the light of two traditionsequential pattern minin¢from data
mining) andcollocations discoveryfrom computational linguistics). Smadja
(1993) defines &ollocationas “a recurrent combination of words that co-
occur more often than chance and that correspond to agpitrard usages.”
The notion of arbitrariness underlines the fact that if olediof a collocation
is substituted by a synonym, the resulting phrase may bepemdiar or even
incorrect. For instance, “strong tea” cannot be replacet {powerful tea”.
Acquisition of collocations, a.kulti-word units are crucial for many fields,
like lexicography, machine translation, foreign langubegggning, and infor-
mation retrieval. We attempt to describe the collocatiossalery problem
as a general problem of discovering interesting sequencest. Moreover,
we give a survey of common approaches from both collocatitissovery
and data mining and propose new avenues for fruitful contloinaf these
approaches.

19.1 Representation of Text and Interesting Sequences

In this section, we discuss several alternatives for regmtasg text and se-
quences. Moreover, we define the problem of discoveringéstag se-
quences in text.

Assume a text is split inta set of text fragment®.g., into a set of sen-
tences, paragraphs, or documents. Each fragmenségjaencei.e., an or-
dered list, ofevents An event is a hon-empty unordered setitetns Each

Inquiries into Words, Constraints and Contexts
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item belongs to amlphabet If we are interested in word sequences, each
event contains one item only, i.e., a word. Events can, hewelso have
some inner structure. For instance, we could record for gahl token its
baseform, part of speech, and some morphological infoonatependent on
the part of speech, like in the following example.

[ i nom pron
saw see past v
a a sg det
red red abs a
ball ball nom n
and and nil cc
a a sg det
green green abs a
ball ball nom n

In the sample, the first item of an event is an inflected worel sécond is
the base form, and the fourth is the part of speech. The tieind varies based
on the part of speech of the word. For instance, 'nom’ meamsimative
(nouns, pronouns), 'abs’ an absolute (adjectives; as dfgpmscomparatives
and superlatives), and 'past’ means past tense (verbs)e $ants of speech
(adverbials, determiners) do not have any specific infaonal hus, the third
item has a value "nil’ for them.

Thelengthof a sequence can be defined as the number of items or as the
number of events. Hence, using the first definition, the legta sequence
(sg,det) — {(a) — (ball,nom,n) is six, whereas using the second defini-
tion, the length would be three.

In data mining, the sequential pattern discovery probleasiglly stated
as“Find all interesting subsequences in the input daté&ach event contains
one item only, the subsequence relation can be defined itoging way.

Definition 1 A sequence = a; - - - ay IS a subsequencef a sequence if

all the itemsa;, 1 < ¢ < k, occur ing and they occur in the same order as in
p. If a sequence is a subsequence of a sequencwe also say that occurs

in ¢ and thatq is a supersequena# p.

For instance, the sequen¢enfair practice$ can be found in all of the
three sentences in Figure 1. If an event can contain a seewfsitit is
enough if some of the items occur in the corresponding evet longer
sequence. For instancglet) — (nom,n) is a subsequence ¢fg, det) —

(a) — (ball,nom,n), but (saw, see, past) — (v) is not a subsequence of
(saw, see, past, v).

Theinterestingnessf a subsequence is usually defined with respect to a

set ofconstraintswhich are assumed to represent some natural restrictions i
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1. TheCongresssubcommittee backed away from mandating spexgfic
taliation against foreign countries forunfair foreigntrade practices

2. He urgedCongressto reject provisions that would mandate Ur&al-
iation against foreign unfair trade practices.

3. Washington charged France West Germany the U.K. SpaitharteC
Commission withunfair practices on behalf of Airbus.

FIGURE 1 A set of sentences (Reuters-21578 1987).

the domain. In practice, the constraints are also used teceecbmputational
costs. The most common constraint is thimimum frequency he frequency
of a (sub)sequence can be, e.g., the number of text fragriettsontain it.

Definition 2 A sequence is frequentin a set of fragments' if p is a subse-
guence of at least fragments of5, whereo is a given frequency threshold.

If we assume that the frequency thresholgl,ige can find two frequent se-
quences in our sample set of senten¢esngress retaliation against foreign
unfair trade practicesand(unfair practice$ (Fig. 1).

As we will see below, the special characteristics of texadegually pro-
hibits discovering all frequent subsequences. Insteadpétterns of interest
can be restricted to bmaximal frequent subsequences

Definition 3 A sequence is a maximal frequent (sub)sequenicea set of
fragmentssS if there does not exist any sequengein S such thatp is a
subsequence of andyp’ is frequent inS.

In our example, the sequenc¢enfair practice$ is not maximal, since it
is a subsequence of the sequefmangress retaliation against foreign unfair
trade practices, which is also frequent. The latter sequence is maximal.

In addition to a minimum frequency threshold, we can als@aseaximum
frequency thresholdf we prune away the very frequent words, we can reduce
the search space significantly. The disadvantage is nittinalt we cannot
discover any sequences that contain common words, like-pegposition
pairs.

The internal densityof subsequences can be influenced by constraining
the occurrences of events into a predefined window. The gizewandow
can be a fixed constant, or some natural structure can be itatceaccount.
For instance, the words in a sequence have to occur withimtersee or
a paragraph. This latter constraint can be easily impleetehy choosing
the representation of a text to be a set of sentences or a patrajraphs,
respectively. We can also definereaximum gapwhich gives the number of
other words that are allowed in the text between the wordssefcmence. If
the maximum gap is zero, we findgrams in the most common sense, i.e.,
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sequences of words, where the words occur consecutivétyalso possible
to define aminimum gapalthough it is harder to find any reasons for that in
a general case.

A minimumand maximum lengtlof sequences can also be defined, al-
though both are problematic in practice. Usually the mimmiangth of in-
teresting sequences is 2. As the number of frequent segeidacesases rad-
ically when the length of sequences increases, we wouldgighose a sig-
nificant part of interesting sequences, if we set the thildghen to 3. The set
of frequent pairs naturally also contains a load of unirgting information,
and hence, ignoring them is tempting. It seems, however tmbre reason-
able to use some other ways to measure the interestingragspltin length.
Setting a maximum length for a sequence may also be prohlgmatvery
long frequent sequences may occur in text. If we set a lehgéshold to, say,
10, but there is a frequent sequence of length 22 in a textigwevery pro-
cess has to output all the 10-subsequences of this long isegjuhis would
mean outputting thousands of subsequences that actudjlyepresent one
sequence. If length is not restricted, the maximal freqsequences get a
chance to be a very compact representation of the regekiititext.

Discovery of interesting sequences in a text is influencethbyspecial
characteristics of textual data. The alphabet size can J8©6aL00,000 words
even in a moderate size text collection, which is high corapao alphabets
in other application fields, e.g., there are 20 amino acidls ®he distribution
of words is skewed. There is a small number of words that anefvequent,
whereas the majority of words are very infrequent. The waamewhere
in the middle, i.e., words with moderate frequency, are Iswansidered
the most interesting and most informative. If the very freiuwords are re-
moved, the resulting search space is very sparse. Alsorigéhlef the inter-
esting sequences is skewed. There is a large number of gupreisces, but
also very long sequences are possible. An extreme case issfance, if the
data set contains several copies of the same document.

19.2 Collocations Discovery

Collocations discovery has been an active research fieldléoades and
various techniques have been explored. Three major typepfoaches
can be recognized (Schone and Jurafsky 2001): 1) segnmmntaised, 2)
word-based and knowledge-driven, and 3) word-based anbapiiistic.
Segmentation-based approaches have focused on idegtifygrds in pho-
netic streams or in languages that do not include word dtdnsi Word-
based, knowledge-driven approaches use more or less adl/éinguistic
filtering, whereas word-based, probabilistic approacttessot to find collo-
cations using word combination probabilities. Many worséd techniques,
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naturally, combine the both approaches.

Choueka et al. (1983) define a collocation simply as “a secpiehadja-
cent words that frequently appear together”. In their apphadhe sequences
are theoretically of any length but were limited to size 6 iagtice, due to
computational reasons. They experimented on a corpus ofillikmwords
from the New York Times archive and found thousands of comeqres-
sions such as “home run”, “fried chicken”, and so on. Theecidt used to
qualify or reject a sequence as a collocation is simply based frequency
threshold, which makes the results dependent on the sizeeofldcument
collection.

The technique presented by Mitra et al. (1987) for extracsiyntactical
phrases is based on a part-of-speech analysis of the doteoikction. A
set of part-of-speech tag sequence patterns are predafibedécognized as
useful phrases. All maximal sequences of words acceptetliBygtammar
form the set of phrases. For instance, a sequence of wordedaas “verb,
cardinal number, adjective, adjective, noun” constitiagshrase of length
5. Every subsequence occurring in this same order is alsac#tt, with an
unlimited gap (e.g., the pair “verb, noun”). This technigiedéines no minimal
frequency threshold.

Church and Hanks defined a collocation to be “a pair of comdla
words” (Church and Hanks 1990), that is, as a pair of wordsdheur to-
gether more often than by chance. The correlation is meddwyrpointwise
mutual information/:

_P@y)

P(x)P(y)’

whereP(x) andP(y) are the probabilities of occurrence of the wordmdy,
and P(z,y) is the probability that both occur simultaneously. Simuétaus
occurrence can be defined in several ways. Two words may ocgather,
when they are adjacent and in a given order, while a more edlabefini-
tion may require the words to occur within a given window ottie same
documentin any order.

Building on the work of Choueka et al., Smadja (1993) prodasaybrid
technique that uses statistical measures to find candidgteeaces and syn-
tactical analysis to extract collocations. In the stat&édtphase, the-scoreof
a pair is calculated by computing the average frequencyefutbrds occur-
ring within a 5-word radius of a given word (either forwardo@ackward) and
then determining the number of standard deviations abovavkrage fre-
quency for each word pair. Pairs wittzescorebelow a threshold parameter
are pruned away. Syntactic filters are then applied to getfrithose pairs
which are not considered to be true lexical collocations. iRstance, if a
candidate is a noun-verb pair, it is accepted only if it isntifeed either as

I(x,y) = logs
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a subject-verb or as a verb-object collocation. Followimgidentification of
word pairs, the collocation set is recursively extendedtwer sequences,
by searching for the words that co-occurred significanttgmtogether with
a collocated sequence identified earlier.

A more recent approach of Dias et al. (2000) generates biraitthe n-
grams, in practice 7-grams, and attempts then to identdiy subsequences
that are collocations. A sequence is considered to be acetitm, if its words
are tighter associated than the words in any of its sub- agrseguences. The
association measure used is based on the average expectatoe word
occurring in a given position knowing the occurrence of ttheeon. — 1 words,
also constrained by their positions. Also the frequencysd@uence is taken
into account. This approach does not need any global thidsho

Most of the approaches for collocations discovery find nastert se-
quences only. This is linguistically motivated by expennta evidence that
most of the lexical relations associate words separated moat five other
words (Smadja 1993, Dias et al. 2000). As some other languihigae En-
glish may not share this property, and as some applicatliestext sum-
marization, may benefit also from longer interesting segashit would be
important to have methods that can find longer collocatienwell. The ap-
proaches described above, however, cannot be straiglatfdiywextended to
find longer sequences, when applied to large corpora. THerpsnce bot-
tleneck can be, at least partially, traced back to procgssafiocations for
each word separately. In the next section we introduce abr@thods from
the data mining community which might solve the problem bggessing
contexts of many words in parallel, and hence, reducinglapping work.

19.3 Discovery of Maximal Frequent Sequences

In the spirit of some previous data mining algorithms (Maameit al. 1995,
Srikant and Agrawal 1996), one might suggest the breadth-biottom-up
approach in Algorithm 1 for the discovery of maximal frequerord se-
quences. Given the specific characteristics of textual ttataapplicability of
this algorithm is rather restricted. It generates a lot oftidates and counting
of their frequency is slow. In order to answer the questiowléther a can-
didate occurs in an input sequence, all khkgequences of the input sequence
are conceptually generated and compared to the set of aadidf frequent
sequences can be longer than 10 words, this becomes pigibit

Some recent methods (Zaki 2001, Tsoukatos and Gunopulds pa0e
proposed ways around this problem. SPADE (Zaki 2001) acatele fre-
quency counting by using more efficient data structurest btil enumerates
all frequent sequences. DFS_MINE (Tsoukatos and Gunof264) uses
a depth-first approach and, hence, avoids enumerating ladeguences. A
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Algorithm 1 Bottom-up
Input: a set of sequences (e.g. a set of sentences), a fregtleashold
Output: a set of maximal frequent sequences

1. Collect all the items of the input sequences, count them,
and select the frequent ones.

2. Build candidate sequences of length 1 from frequent
sequences of length

3. Prune a candidate if some subsequence is infrequent.

4. Count the occurrences of the candidate sequences in input
and select sequences that are frequent.

5. If sequences left: Go to 2.

6. Choose the maximal frequent sequences.

candidate: + 1-sequence is formed by intersecting-aequence with all fre-
quent items. The method has been developed for spatiotahgeaia, where
the number of different items is much less than in textuah dettersecting
frequent word sequences with all (or many) words is not nealste.

As we have seen, discovery of maximal frequent sequencegticannot
rely on enumerating all the frequent sequences. Althougadih-first search
enables more pruning, it is not feasible, as all subsequea@eprocessed.
Depth-first search makes direct computing of maximal fredjsequences
possible, but it may have to consider several sequenceshveine not fre-
quent in the text. We have developed a method MineMFS (Ahd888a,b)
that combines breadth-first and depth-first processingtiaets maximal fre-
guent sequences of any length, i.e., also very long seqagaee it allows an
unrestricted gap between words of the sequence. In prabtieeever, text is
usually divided into sentences, which restricts the lerafteequences, and
gaps as well.

The constraints used in the method are minimum and maximemuoéncy.
Hence, words that are less frequent than a minimum frequianeghold and
words that are more frequent than a maximum frequency thtesire first
removed. Then, we collect all the ordered pair2-grams,(A, B) such that
words A and B occur in the same sentence in this order and the pair is fre-
quent in the sentence collection.

In the discovery part (Algorithm 2), maximal frequent seoees are dis-
covered directly, expanding eagksequence that is not a subsequence of any
known maximal sequence, until the sequence is not frequntare. After
all k-sequences have been processed, thessxjuences that cannot be used
to construct any new maximal sequences are pruned awayentamingk-
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Algorithm 2 MineMFS.

Input: G: the frequent pairs

Output: M ax: the set of maximal frequent sequences
1.k:=2
2.Max =10
3. WhileGj, is not empty

4.  Forallgramsg € Gy,

5. If a gramg is not a subsequence of somec Max
6. If a gramyg is frequent

7. max := Expandg)

8. Max := Max Umax

9. If max =g

10. Remove from Gy,

11. Else

12. Remove from G,

13. Prune away grams that are not needed any more
14. Join the grams aoff;, to form G,

15. k:=k+1

16. ReturnM ax

sequences are joined to form the set&of 1-sequences (e.gdB and BC'
would produced BC'), and the process is repeated. In our approach the set
of k-sequences restricts the depth-first search. Althoughlebet size is
large, we have to check only a few alternatives for expandisgquence. As

we do not enumerate all subsequences, we do not have tards&rilength

of the sequences.

For experiments the publicly available Reuters-21578 maxgscollec-
tion (Reuters-21578 1987), which contains about 19,000eropty docu-
ments, has been used. The average length of the documer8S isatds.
Originally, the documents contain 2.5 million words. We é@wplemented
the MineMFS algorithm in Perl and performed experimentsgiseveral val-
ues for a minimum frequency threshold and a maximum frequémeshold.
For instance, with minimum threshold 5 and maximum threstagl0, we
found 25,000 frequent 2-sequences, 6,100 3-sequencé$, 8;3equences,
and so on. In this case, the longest frequent sequences heal@§. Respec-
tively, with minimum threshold 15 and maximum threshold 5@@ found
9,000 2-sequences, 1,600 3-sequences, 650 4-sequentésadly one se-
quence of 15 words.
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19.4 Discussion

Data mining research often concentrates on developingesfialgorithms
with simple frequency-based interestingness measuras ldehce, a new
avenue could be to embed interestingness consideratiamdlo€ations dis-
covery methods into some data mining algorithms. We hawe idisntified
a clear need for more general approaches: both data minthgaiocations
discovery methods are often developed with some specifictgpe, task, or
language in mind, and, hence, they are not easily applicalsiew areas. In
the data mining community this need has recently led to thé bif a new
research fieldtocal patterns detectio(Hand et al. (2002)). Its main objec-
tive is to develop a theoretical base that would make it besgd identify
which methods and interestingness measures are usefuh&dmurposes. In
this same spirit we hope, one day, to be able to develop acatitms dis-
covery method that can be easily tuned for any wish of a pitemser, let
it be common verb—object relations for a foreign languagerier, the most
significant topical phrases for information retrieval, onghin-specific terms
for a machine translation system.
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Semantic Morphology

BJORN GAMBACK

Semantic Morphology addresses the problem of designingulles needed
for mapping between the semantic lexicon and semantic geamithe
text discusses the relation between semantics, lexicahperphology in
unification-based grammars and builds on the current trer@smputational
Semantics to use underspecification and compositionalitg. approach to
Semantic Morphology advocated here assumes compositimral forma-
tion from (semantic) word roots and affixes that are giverr tben entries
in the semantic lexicon. Different feature usages are ttiérad to reach the
intended surface word-form matches, with the correct fesgattings.

20.1 Introduction

The interaction between morphology and the (syntactidgtexon one side
and the (syntactic) grammar on the other has been discuskeayth in var-
ious papers and for various languages. However, the paseshn the previ-
ous sentence point to an almost general restriction: tlagntrent of language
structure has focused mainly on the problems relating naggly to syntax,
while little attention has been given to the semantics.

With Semantic Morphology we do not mean the issue of how tlieahc
word-forms are located in the input string, but will take fmanted that a
module is available to do this work in a unification-basecdhgrar setting,
for example such a “lazy” implementation of two-level styteorphology
(Koskenniemi, 1983) as the one of Carter (1995). Thus innessethere
should be a separation of the task of identifying the inputdaform and the
task of mapping the lexical feature settings into the gramasalso argued
by Trost and Matiasek (1994).

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
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The rest of the text will address the issues of designing amgementing

unification-based semantic morphological processingt ihahe morpho-

logical rules that execute the mapping between the semariéon and (the

rest of!) the semantic grammar — and the way in which featcaesbe used
in order to restrict the output to only the desired forms. @ing so, some
practical implementations will be discussed, in particdita Japanese and
Swedish. Firstly, though, we should note that there have Ibleee strong

trends in the Computational Linguistic community during st decades,
both in unification-based grammar approaches in generakdsas/in most

approaches to Computational Semantics:

1. keep as much as possible of the semantic informationdbzéd,
2. build complex structures in a compositional manner, and
3. postpone decisions as long as possible.

The first two trends are the topics of the next section, wihiéethird trend is
discussed in Section 20.3. Then Section 20.4 introduces sdthe work on
separating out Semantic Morphology, while Sections 20626 go into
some examples for Japanese and Swedish, respectivelljyF8ection 20.7
sums up the discussion.

20.2 Lexicalization and compositionality

The trend to keep most of the information in the lexicon (gattihan in the
grammar rules, as traditionally) aims to keep the grammlasras simple as
possible and the number of distinct grammar rules as low ssilple — which
in turn may result in rather complicated lexica; lexica theg hard, or even
impossible, to clearly separate from the grammar propeth@morphology
side, the solution adopted here is the one of introducingexffas lexical
categories, that is, that word formation is given as a coiitipasl addition
of affixes to the word roots.

Compositionality may be defined rather strictly so that thterpretation
of a phrase always should be the (logical) sum of the intéaions of its
subphrases. A semantic formalism being compositional i gtrict sense
would also trivially be monotonic, since no destructive rofp@s would need
to be undertaken while building the interpretation of a gerkom those of
its subphrase$.n effect then, all the information from the terminal nodes
would be passed up to the input (top-level) nodes of the gramm

1A fourth strong trend has been to do away with all “deep” Igmelcessing and only use
shallow rules or statistical models. However, a discussibthe treatment of morphology in
such a “shallow” approach is outside of the scope of this text

2A semantic representation is monotonic if and only if theiiptetation of a category on the
right side of a rule subsumes the interpretation of the Id# of the rule.
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However, compositionality is more commonly defined in a wisense, al-
lowing for other mappings from subphrase-to-phrase imé&gpion than the
sum, as long as the mappings are such that the interpretdtite phrase
still is a function of the interpretations of the subphrageg€ommon such
mapping is to let the interpretation of the phrase be thepnéation of its
(semantic) head modified by the interpretations of the adguif this modi-
fication is done by proper unification, the monotonicity of formalism will
still be guaranteed.

In general we need morphology and grammar rules for addiifoal-
ready manifest semantic information (e.g., from the lemjcand ways of
passing non-manifest information (e.g., about complemsoight). Assum-
ing a normalised structure, we can then allow for informatEassing in
three ways: trivial composition, function-argument apation, and modifier-
argument application. The trivial composition manifetslf mainly in rules
that are inherently (semantically) unary branching. Thatules that either
are syntactically unary branching, or where the semanfied most one of
the daughter (right-hand side) nodes need to influence teepietation of
the mother (left-hand side) node.

The two types of application rules are quite similar to eatttenand ap-
pear on all (semantically) binary branching rules of thengrar. In both
application rule types, the bulk of the semantic informat® passed to the
mother node from the semantic head among the daughter nddesver,
in functor-argument application the functor is the senmmahtad, while in
modifier-argument application the argument is the seméuetial.

The main difference between the two types pertains to thmgséc) sub-
categorisation schemes: In functor-argument applicatiemfunctor subcat-
egorises for the argument, the argument may optionallyategorise for the
functor, and the mother’s subcategorisation list is theesamthe functor’s,
minus the argument. Lettingain intuitively identify the semantic informa-
tion, subcatthe subcategorisation list, afdnctorthe semantic head, we get:

Q) Mother Functor Argument
main = main main
subcat ([z]) subcat  ([2]|[=]) subcat ([1])

In modifier-argument application, the modifier subcateggwifor the argu-
ment (only), while the argument does not subcategorisenntodifier; its
subcategorisation list is passed unchanged to the motlder Aidiis is shown
schematically in (2), witlArgumentbeing the semantic head:

(2) Mother Modifier Argument
main = main _ main
subcat  ([2]) subcat  ([1]) subcat ([2])
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20.3 Ambiguity and underspecification

The third trend concerning postponing decisions relatethéoproblem of
ambiguity. Amongst others, ambiguity in a natural languexjgression may
be due to the fact that one of the words used may not have aeiniganing,
that more than one syntactic structure may be assigned texiheession,
or that the scope relations are not clear. Ambiguities of #ind decrease
processing efficiency, since usually all of the possiblerintetations have to
be assumed to be right until hard facts prove the contrarg.@dd news is
that this normally happens after a lot of processing has Heae.

A way around this dilemma is to have a common representatioalf of
the possible interpretations of an ambiguous express®in the so-called
Quasi-Logical Form notation introduced by Alshawi and vajckE(1989).
Following Reyle (1993), the termnderspecificatiotas been the accepted
one to describe this idea. The basic strategy is not to useseptations that
encode a concrete interpretation bigedof interpretations. Thus, the repre-
sentations are underspecified with respect to one singéfigiaterpretation.

Most work on underspecification has concentrated on scopdliga-
ities and anaphora; however, Pinkal (1996) extends theryhebunder-
specification and discusses several phenomena that len$ehees to this
type of compact representation: local ambiguities (eexichl ambiguities,
anaphoric or deictic use of pronouns), global ambiguitéeg.( scopal ambi-
guities, collective-distributive readings), and ambigsi@r incoherent non-
semantic information (e.g., PP-attachment, number dégagent). Another
argument (in addition to the issues related to processomyriderspecified
representations is the observation that there is evidératéntimans use un-
derspecified information when dealing with natural langudgjnkal (1999)
gives a good overview of different approaches to underfipation and also
argues at length for its cognitive motivations based on #ot that humans
are able to draw inferences from underspecified semantenrdtion.

In order to represent underspecifation, we will assume aastimrepre-
sentation language such as the ones described by Bos €1%6)@nd Copes-
take etal. (1999), that is, a language of ‘flat’ structuregWwlassigns a unique
label (name) to every basic formula of the object languadie sdope (appear-
ing on quantifiers and operators) being represented in aergpecified way
by variables ranging over labels. The labeling of condgimused to make it
easier to refer to a particular condition, enabling us ttestanstraints on the
relations between the conditions at the meta-level.

For building these representations we use the operatiatided above
in order to compositionally combine simple representaioro complex
ones. In addition, a we use a three-place structure refegrasithecontext It
contains the representation’s main instariest, (the label of the main event,
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which normally is the verb) and two functions that help usgk&ack of a
couple of special labels. These anain, the label of the semantic head of the
representation, artdp, the top-most label of the semantic structure.

20.4 Related work

One reason for the lack of interest in computational seraantirphology
is that there is a straightforward way to completely igndteAi common
solution is to let the syntactic part of the morphology doth# work and
let the semantics “piggyback” on that, letting the semalgigcon handle
the cases where this cannot be done. Accordingly, the Geveraion of the
Verbmobil grammar (Bos et al., 1996) let the syntax resolvefiectional

affixing, while verb prefixing (which is rich in German) wadljuspecified in
the lexicon. This means that, e.durchlaufen(run through) andalurchleben
(live through) need two separate entries in the semanticdex neither of
which relate directly to the compositional parts. Thus thdightforward”
solution is possible, but neither elegant nor implemeoretily attractive. It
makes more sense to allow each of the different parts of the tedhave their
own entries in the semantic lexicon and to apply semantipinabgical rules
to the parts in order to build the overall semantic intergien of the word.

There has been some work on relating morphology to semantibin
the Lexical Functional Grammar (LFG) and Head-Driven Pér&gucture
Grammar (HPSG) traditions. In LFG, Sadler and Nordling€0@) argue
for treating the problem of case-stackingy connecting the morphology to
LFG’s functional descriptions in a tree-based fashion. iemags (2005) argues
against this and instead proposes a flat notation. In the HR®&Gol, most
work on semantics has during the last decade concentrat@thtyriinimal
Recursion Semantics, MRS (Copestake et al., 1999). Howthese efforts
have mainly been devoted to the grammar as such and have messalis-
regarded the morphological semantics. The main except@tigs concern
the work on HPSG for Japanese (e.g. Siegel and Bender, 2002).

A recent alternative to MRS is LRS, Lexical Resource Semar{failer,
2004) which aims to separate out the description of locabsgimphenomena
(such as selectional restrictions and linking, the mappietyveen semantic
roles and syntactic complements) from the non-local (eBusemantics. In
effect, the representation of local semantics in LRS takesgemantic-head
based resolution” of Gambéck and Bos (1998) as a startingt,ploiit ex-
tends it and formalises it. Riehemann (1998) argues for arogeh in which
generalisations from existing words are expressed as stheprganised in
an HPSG-style inheritance network. This is attractive dedamnt, although
efficiency of an implementation of it still has to be demoatsd.

SWhen a single word contains multiple case markers.
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20.5 Japanese morphology

Here we will instead adopt an alternative solution to motpbg, where af-
fixes are given specific lexical entries. A very clear exangflehis kind of
treatment can be seen in Japanese. Japanese verbs exixiiitaéd inflec-
tional morphology in its own right, but also more specific ppmena such as
the usage of light verbs and particles (especially postiposil) are common.
By including the verbal affixes in the semantic lexicon we taat them and
the postpositional particles in a uniform way. Considemasxample the verb
phrasehaitte orimasun (3).

(3) itsumo iroiro kaigi ga hait- te  ori- masu
always various meetingOM be-put-inPART ASP HON+PRES
‘all types of meetings are scheduled every day’

Herehait is the main verb andri an auxiliary, whilete andmasuare inflec-
tional affixes. The core semantical information comes frberhain verb, so
that the affixes can be treated as modifiers of the respeaiteand the aux-
iliary as a modifier of the main verb. Thus we can, for examiplethe lexical
entry for masumainly introduce the semantic information for represemtin
the honorific form and pass it up in a purely compositional n@arin the
morphological analysis tree. The lexical entry for the hifimaffix would
basically look as (4). So, the only argument whinhsusubcategorises for is
its verb, which in turn introduces the discourse markerlhsdba.

(4) [ RELN masu 1
[ inst
context main
| top
[ main
TENSEASPECT | TENSE present
HONORIFIC masu
MODIFIER yes
inst
SUBCAT < context main __ >
I top 1

The most important part of the entry in (4) is the featurediarmesignated
TENSEASPECT Here it introduces two things, the present tense and the hon
orific level which can be viewed as a sort of aspectual infdionaThe hon-
orific level is set simply tanasu and will in due time be bound to the dis-
course marker by thmain label ofmasu— thus the lexical entry in effect
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introduces a honorific aspect on the main verb. There is nd toeefer to the
main label of the main verb (shown by the "), but itstop Iabel is bound
to thetop label of masy meaning that the honorific aspect and the present
tense will take the same scope as the verb (i.e., normallytbeeentire sen-
tence). This is not very important for the present discusdiat obviously not
a necessary restriction. Bonami (2001) suggests inclutifgnderspecified)
scopal restriction in the lexical entry for the tense relatitself, allowing it
to take a different scope than the other elements of the {&gysect structure.
In the same fashiorgri would introduce a progressive aspect, while the
affix te basically would not add anything to the semantics. The harbis in
itself intransitive and thus subcategorises for one arguntlee subject. The
entire verb phrase structure would then be built recurgiveing the modifier
application rule of Section 20.2. Filling in the schematiter(2) on Page 206
gives us an overall structure like the one in (5).

[ inst
context main
| top
main
TENSE-ASPECT TENSE present
ASPECT progressive
| HONORIFIC masu
MODIFIER no
inst
SUBCAT < context main >
top
| ROLE subject(  [2],[4])

Nicely enough, we would need to make no principal distinctietween the
applications of the affixes to the verbs and the applicatidh@auxiliary to
the main verb. Quite importantly, there would also be no Aamdntal distinc-
tion between the behaviour of these morphology level ruteisthe rules, for
example, for the application of postpositions to NPs todRiPs.

The basic construction in the Japanese syntax is the PP. Ad&Pbm
constructed in a range of different ways, the base case, \ewbeing
PP— NP P. Semantically, the P in this rule is treated uniformy éll types
of postpositions) as a functor applying to the NP, that i;ygihe functor-
argument application rule (1) shown schematically on P&ge 2
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20.6 Swedish morphology

For an inflectional language like Swedish, where, for exanmiost of the
tense and aspect information can be found in the suffix of thie verb, it is
natural to view the tense-aspect information as forminghation of the affix
— the information is then filtered up from the verbal affix te therb phrase.
Most work on morphology for Swedish and other Scandinavéargliages
has concentrated on the purely syntactic side (e.g. Kar)9€92; Gamback,
2001). However, the treatment of non-compositional Daplsfasal verbs in
PAROLE/SIMPLE by Pedersen and Nimb (2000) follows the sameslas
here by advocating a “split late” strategy where phrasabsare singled out
as late as possible in the morphological processing, that ihe semantic
part of it.

The lexicon form of choice for Swedish verbs is the impeggtsince this
form constitutes the stem of most other inflections. Fordearsd aspect pur-
poses, however, the imperative is a bit peculiar: it stahdsst on the side of
the entire tense-aspect system. Thus the lexicon contaimsgor which the
tense-aspect information is only partially instantiatBae (normally) full in-
stantiation is obtained by the inflection in morphology suées the following
schematic one:

(6) Mother Verb Suffix

main main main _
ten-asp ten-asp __ ten-asp
subcat  ([2]) subcat  ([2]) subcat  ([1])

where the mother verb is formed by adding a suffix to the daarglerb (i.e.,
the stem form). The tense-aspect information from the sidfpassed up to
the inflected verb. This is also the only (semantic) infoioratdded by the
suffix; the other parts of the mother-verb semantics conra fiee daughter.
An example of a suffix entry is the one in (7) for the ending, ‘which is
used to form the present tense when added to the stem of veldrgging to
the first (e.g.menal) and third declensiorsken as well as those belonging
to the third subgroup of the fourth declensicer].

Just like the rules for affixing, we can allow for rules, fomexple, for the
construction of particle verbs simply by including the jideton the (seman-
tic) subcategorisation list of the verb and having a sernantirphology rule
for V. — P V. Wolters (1997) thus proposes a solution to the Germadiixpre
verb problem (Section 20.4) in which each verb’s lexicargrbntains an
indication of which prefixes it may combine with in an HPSGnfiwork. Or
rather, whichsense®f the prefixes a verb may combine with in order to form
specific interpretations.
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(7) T RELN -r
[ inst
context main
| top
main
TENSE-ASPECT TENSE  present .
ACTION  non-progressive
| VOICE  active
MODIFIER yes
inst
SUBCAT context main
i top |

20.7 Summary

The text has advocated singling out Semantic Morphology tapia in its
own right. This contrasts with many approaches to unificabased gram-
mars where syntax and semantics are treated in parallelefaswith ap-
proaches where the syntax takes total control of the moqgyoRA key aspect
of the treatment presented here is to introduce affixes asawa entries in
the semantic lexicon.
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Morphological Processing in Mono- and

Cross-Lingual Information Retrieval
KALERVO JARVELIN AND ARI PIRKOLA

21.1 Introduction

Text-based information retrieval (IR) matches text-basgatesentations of
information needs to text-based representations of dootsn@ince both rep-
resentations deal with natural language and have diffe@ntces and char-
acteristics, their match rarely is perfect. IR therefors tetadeal with several
difficult problems: First, the request representing therimfation need often
is vague and short thereby providing little evidence forlfResystem about
desired document features - suggesting document relevaacendly, the re-
quest wording may be different from that of relevant docutaee to many
natural language features, e.g., synonymy and inflectibirdlly, even use-
less documents may contain many request words.

In this paper we shall focus on text-based representatibde@aments
and requests, and their matching. Our specific focus will lsepmological
processing of documents and requests in order to deriveseptations that
better support document - request matching. This study isvated by the
morphological variability of natural languages. While rhuaf IR research
deals with English, English is morphologically fairly sitepTherefore find-
ings in the English IR context do not necessarily apply IRtimeo languages
with different morphological characteristics. We shaditsfore contrast find-
ings in English IR with findings in Finnish IR. Finnish is mgdogically
much more complex than English. For example, English noans Bingu-
lar and plural and two cases while Finnish nouns in prinaipéy have over
2,000 different inflectional forms (Koskenniemi 1983).

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.

214



MORPHOLOGICALPROCESSING ININFORMATION RETRIEVAL / 215

In IR multiple approaches have been adopted in the handfingpopho-
logical variation of words. The baseline is token-basee@xing and retrieval
- i.e. plain text words are used as such for the representafidocuments
and requests - with obvious problems when the request wémhtodo not
match the document word tokens. A simple way to alleviateptioblems is
to leave the document representation intact, but userecation operation
on the request words to match in the index all document woading the
same initial characters. In large text databases truntéiods to match too
many words turning queries unmanageably long. Linguistizphological
processing can be alleviated also by approximate stringhirag, e.g., by
n-grammingMcNamee and Mayfield 2004).

Among linguistically informed approaches, one possipilg to apply
stemming on both request and document words thereby regnovirch of
inflectional variation (Porter 1980). Stemming may howevenflate fairly
remote words to common stems turning them unspecific ordadentify the
common stem of some words in complex cases. An elaboratedagpcom-
bining stemming and truncation &em generatiorfKettunen et al. 2005).
Here several distinct inflectional stems are generatedrierlemma before
matching the token-based index - yielding shorter and mpeeific queries.
A further possibility consists of the production of all irfteonal word forms
(Arppe 1996) for request words. However, in morphologicabmplex lan-
guages this tends to lead to excessively long queries. Thedpproach is
lemmatizationwhere the lemma of each document and request word is
tomatically identified and request word lemmas are comptaréae lemma-
based index.

Lemmatization would be the ideal approach for handling rholpgy
in IR if not for two problems: word form ambiguity and out-ebcabulary
(OO0V) words. Words are often ambiguous but may be disamlégluglow-
ever, most IR studies on disambiguation have reported narnmmprove-
ments in retrieval performance (Krovetz and Croft 1992;d&ason 1994).
Lemmatizers often cannot handle OOV words (correctly)e@#&uch words
are proper names, which tend to be significant words in regugseir incor-
rect treatment thus leads to severe loss in IR performance.

In this paper we accept lemmatization as the gold standarchémpho-
logical processing in IR and compare the plain words baselimd the mor-
phologically simpler approaches to lemmatization w.R.pgerformance. A
prominent approach in lemmatization is the Two-level Marplgy devel-
oped by Kimmo Koskenniemi (1983) and implemented in sevenamatiza-
tion programs for several languages - e.g., FINTWOL, GERTWENGT-
WOL, SWETWOL. Riitta Alkula (2000; 2001) conducted the seatiexper-
iments with Finnish morphological processing in IR and theéQL software
(among others). Her studies were performed in the Booleantexatch re-

au-
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trieval environment. In this paper we shall focus howevéelgan experi-
ments in best-match IR environments.
We shall look at the following research questions:

= Monolingual IR test condition:
= What is the relative IR performance in Finnish IR of plain d&rstem-
ming, and inflectional stem generation w.r.t. lemmatizatiy FINT-
WOL.
* Regarding FINTWOL: what is the relative IR performance oNH
WOL when compounds are split and they are kept intact.
= What is the relative IR performance in English IR of plain d®@and
stemming w.r.t. lemmatization by ENGTWOL.
= Cross-lingual IR test condition, keeping English as a sedanguage,
Finnish, German, and Swedish as target languages:
= What is the relative retrieval performance in cross-lamggu® of stem-
ming w.r.t. lemmatization by TWOL.
* Regarding TWOL: what is the relative IR performance of TWOhem
compounds are split and they are kept intact.

We shall review recent empirical findings produced at thevesity of
Tampere (Airio 2005; Kettunen et al. 2005; Kettunen 2005).

This paper is organized as follows. Chapter 2 first discussephological
differences between Finnish and English, then presentmfisbn morpho-
logical normalization in IR and then discusses morpholalgitocessing in
cross-language IR. Chapter 3 presents the test settingStzaquter 4 the re-
sults. Chapter 5 contains discussion and conclusions.

21.2 Morphological Processing in IR
21.2.1 Morphological Differences between Finnish and Enigh

Morphology studies word structure and formation and cassikinflectional
morphology and derivational morphology. The former focuse the forma-
tion of inflectional forms from lexemes. The latter is comeat with the
derivation of new words from other words or roots. Englisil &hinese
have a simple morphology whereas many other languages,Gegmanic
languages or such languages as Finnish are morphologicaly complex.
TheFinnish languages a very inflectional and compound rich language.
If Finnish text words are stored in their inflected forms ie thatabase index,
this results in clearly greater space requirements forisimtext compared to
that of English texts of corresponding length. For examigilenish has more
case endings than is usual in Indo-European languagesskicaise endings
correspond to prepositions or postpositions in other laggs (cf. Finnish
auto/ssa, auto/sta, auto/on, auto/dad English in the car, out of the car, into
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the car, by car). There are 15 cases, while English has ordy(lKarlsson
1987).

In Finnish, several layers of endings may be affixed to woetnst in-
dicating number, case, possession, modality, tense, peasal other mor-
phological characteristics. This results in an enormousber of possible
distinct word forms: a noun may have some 2,000 forms, arctdges,000,
and a verb 12,000 forms. Moreover, these figures do not ieclhd effect
of derivation, which increases the figures roughly by a faofd 0 (Kosken-
niemi 1985). Consonant gradation makes the inflection evere mompli-
cated, as the stem of a word may alter when certain types ohgsére
attached to it. For example, the wdeki (law) has in practice four inflected
stems:laki-, lake-, lai-,andlae-. The common root of the stems consists of
only two characters, which renders it inappropriate as echdeey.

Several languages, Germanic and Finno-Ugrian languagésied, are
rich in compounds in contrast to English, which is phraderdged. For ex-
ample, in Finnish, The Dictionary of Modern Standard Fihngontains
some 200,000 entries, of which two-thirds are compound s/¢kesken-
niemi 1983). For example the English phrase 'Turnover TareBu' isli-
ike|vaihto|vero|toimistan Finnish (word boundaries here marked by '[). In
Finnish, compounding results in a problem of retrievingsbeond or later el-
ements of compounds, for examplerotoimisto(tax bureau), if the searcher
is not able to recall all possible first components.

The fairly simple morphology of English suggests that thste@f mor-
phological processing in IR are low. One may dispense wighntiorpholog-
ical processing and still achieve good results. Howevemsting has been
shown to be useful in English IR (Section 2.2). In contrasEtmlish, the
complex morphology of Finnish suggests that simple mormpdiobl methods
may not be sufficient, but lemmatization or some other seichied method
is required to achieve the best possible results.

21.2.2 Previous Research

Stemmindhas been the most widely applied morphological techniguRin
With stemming, the searcher does not need to worry aboutdireat trun-
cation point of search keys. Stemming also reduces therataber of dis-
tinct index entries. Further, stemming causes query expars/ bringing
word variants, derivations included, together (see, elkula 2001; Krovetz
1993; Pirkola 2001). Some early research results with Ehgtollections
questioned the effectiveness of stemming (Harman 1991gr lrasults by,
e.g. Krovetz (1993) and Hull (1996) found stemming usefpleesally when
long enough retrieved sets of documents are analyzed. lsallfaund out
that stemming is always useful with short queries. With slgoeries and
short documents, a derivational stemmer is most useful wiilt longer
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ones the derivational stemmer brings in more non-relevacuichents. Stem-
ming increases search key ambiguity and greedy stemmingomapunter-
productive. With long queries and documents, relevant riztean be iden-
tified with conservative stemming. In languages other thagligh, stem-

mers have been even more successful than in English teivatr e.g., in

Slovenian (Popovic and Willett 1992), French (Savoy 198®8)dern Greek
(Kalamboukis 1995), and Arabic (Abu-Salem et al. 1999).

The benefits ofemmatizatiorare the same as in stemming. In addition,
when basic word forms are used, the searcher may match ah sach
key to an exact index key. Such accuracy is not possible witicated, am-
biguous stems. Homographic word forms cause ambiguity (aadision)
problems - this may also occur with inflectional word formgki#la 2001).
Another problem is owing to words that cannot be lemmatizegl, foreign
proper names, because the lemmatizer’s dictionary doesamain them.
Such problem words need special handling.

Compoundwords may be split into their components in lemmatization.
When indexing a text collection, both compounds and thaimponents may
be recorded in the database index thus enabling retrievalgi all combina-
tions of compound components. Recent findings suggestehanhatization
with compound splitting improves retrieval performanc@olean (Alkula
2001) and best-match retrieval (Kunttu 2003). Their mogianant effects,
however, may be the cognitive simplification of query foratidn. The
searcher is greatly relieved if she need not consider patenipressions like
"Verkehrswegeplanungsbeschleunigungsgesetzverargiantwurf when
interested in legislation on road planning.

21.2.3 Morphological Processing in Cross-Language Retrial

Cross-language information retrieval (CLIR) refers tornimation retrieval
task where the language of queries is other than that of thiewved docu-
ments. Different approaches to cross-language retriegaliacussed in Oard
and Diekema (1998). Idictionary-based CLIRx standard method is to re-
place each source language key by all of its target languqgieaents in-
cluded in a translation dictionary (Pirkola 1998; Pirkotaa¢ 2001). The
main problems associated with dictionary-based CLIR ayeD@V words,
(2) morphological processing of keys, (3) phrase identificaand transla-
tion, and (4) lexical ambiguity in source and target langsagiere our focus
is on the problem (2).

Morphological processing is needed in three situationgitiahary- based
CLIR: processing of source language search keys for diatiofook- up,
processing of inflected dictionary output words, and prsicesof database

1in German - a proposal for changing the law on speeding uplémaing of roads - here no
compounds.
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index keys. Lemmatization is often used in the first stagadtdifate match-
ing of source keys with dictionary headwords (in base forahs) in the case
of inflected search keys. Alternatively, source keys andilveads can be
conflated into the same form by a stemmer (Davis and Ogden)1@8ié

problem related to stemming is that different headwords beygonflated
into the same form. In our experiments source language (&1)deys were
lemmatized by ENGTWOL for dictionary look-up (Section 3).

If index keys are stemmed, dictionary output words also havde
stemmed (Davis and Ogden 1997). In the case of the lemmatides keys,
the lemmatization of the output words does not seem neggssarmight
be useful since some dictionary output words may be in irde&drms, e.g.,
some phrase component words (Hedlund et al. 2001).

Regarding word inflection CLIR effectiveness depends toeagextent
on the morphological processing of index keys. This issuledgocus of our
cross-language IR experiments. We explore the matchingrgét language
queries against different types of indexes as describeddtich 3.

21.3 Test Data and Settings

The tests of this study were conducted in the Informationi®etl Labora-
tory of the Department of Information Studies, Universitffampere. Actual
searches were conducted with a probabilistic partial msystem, InQuery,
version 3.1 (Callan et al. 1992, Broglio et al. 1995) in twffedent testing
environments calleBnvironment OnandEnvironment Twoln Environment
One we studied monolingual Finnish IR, and in Environmend Taonolin-
gual Finnish and English IR and cross-lingual English tonish, German,
and Swedish IR. Next we describe the two environments.

The test collection ofEnvironment One TUTK, contains a full text
database of newspaper articles published in three FineisBpapers in 1988
- 1992 (Sormunen 2000). The database consists of 53,8@8artrhe arti-
cles of the database are fairly short on average. Typicélp@sagraphs are
two or three sentences in length. The topic set consists o6{@0s. Topics
are long: the mean length of the original topics is 17.4 wofde relevance
of documents is assessed on a four-level scale. In this stedysed a binary
relevance scale and combined the documents on the levets2iato a class
of relevant documents, and the documents on the levels O amd & class
of irrelevant documents.

We used the following morphological programs: FINTWOL (femma-
tization), MaxStemma (for stem generation), and Finnislv@all stem-
mer which is freely available on the Web (http://snowbaitarus.org).
MaxStemma was implemented by Kimmo Kettunen in early 1998&rig-
inal version is described in more detail in (Kettunen 199P81b).
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The MaxStemma stem generator works in the following fastgaren the
base word form (nominative singular for nouns), it produaléthe differing
inflectional stems of the words. Depending on the input ndw® different
stems (including the base form) are produced for a noun. fsiamnce, if
the input word iskissa ('cat’), the program would generate the following
inflectional stems for the wordkissa, kissoi, kissoj

The Snowball stemmer returns stems out of inflected word so®mow-
ball is a Lovins’ style stemmer that strips off suffixes frohe tinput word
according to a suffix list and set of rules and returns stemshie words
(Frakes 1992, Porter 2001).

The experiments conducted Environment Twaised CLEF (Cross Lan-
guage Evaluation Forum; http://clef.isti.cnr.it/) datedahe UTACLIR query
translation system of the University of Tampere. We used ELZD03
Finnish, German, Swedish, and English test collectiorss, ttpics and rel-
evance assessments. There are 60 CLEF 2003 topics, teshsiad all the
CLEF languages, including the present test languages.

The UTACLIR system utilizes several external languageusses (trans-
lation dictionaries, stemmers and lemmatizers, and stol Wsts) in pro-
cessing queries for retrieval (Airio et al. 2003). Word pssing in UTACLIR
proceeds as follows. First the topic words are lemmatizéé.&xistence of a
lemmatizer for the source language is vital, because stehwoeds are not
translatable. The lemmatizer produces one or more bagitsféor a token.
After normalization, stop-words are removed, and non-gtofs are trans-
lated. If translation equivalents are found, they are ndired utilizing a lem-
matizer or a stemmer, depending on the target index. Ifiatioa equivalents
are not found, they are identified in the target index by nygréng the source
word. Queries are structured utilizing InQuery’s synonypei@tor: the target
words derived from the same source word are grouped intathe synonym
group (Pirkola 1998).

For comparing performance of different word normalizatiools and de-
compounding in monolingual and cross-lingual IR differkinids of indexes
were created (inflected, stemmed, lemmatized with deconuting, and lem-
matized without decompounding). As normalization toolswsed TWOLS
and Snowball stemmers for Finnish, German, Swedish, andisBnd\Ito-
gether 16 test runs were performed, out of which 7 were mogoél and 9
cross- lingual.

The approach in thenonolingual stemmed runsas to stem the topic
words, and perform retrieval in the stemmed index. Inrtf@olingual lem-
matized runsthe topic words were lemmatized, and retrieval was peréafm
in the lemmatized indexes. For Finnish there were two lerimedtindexes
(compounds were and were not split) and for English one (@amgs were
not split). In theinflected word fornruns, topic words were added as such
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into the query, and retrieval was performed in the inflectedddorm index.

For the cross-language IR tests two lemmatized runs (ond&ende-
compounded index and one in the index without decompoundingd one
stemmed run were performed for all the language pairs.

21.4 Results

The results of the monolingual Finnish IR experiments iniEmment One
are presented in Table 1. The results of the monolinguali$tinend English
IR experiments conducted in Environment Two are presentddlle 2. The
results of the cross-lingual IR experiments are shown i€rab

From Table 1 one may see that FINTWOL (lemmatization) penfor
slightly better than MaxStemma (stem generation). Thegperénce of
Snowball (stemming) is clearly below the former. The worstfprmance
was achieved for Plain Words. On the average Plain Wordeeeti54.0 %
of FINTWOL's performance.

In Environment Two for Finnish monolingual runs the bestutesvas
achieved with the decompounded lemmatized index, the restt\bith the
stemmed index, and the worst with the inflected index (Tapl& Re results
of English monolingual runs are in line with the majority bétearlier results:
no statistically significant differences could be foundviesn the inflected
run and the normalized runs.

Table 3 shows average precision for the cross-lingual iResieval in the
lemmatized indexes where compounds were split performetibell the
cross-lingual runs. In English-Finnish and English-Gemntlae next best was
the run in the lemmatized index without decompounding, dedstemmed
run achieved the worst result. In English-Finnish, the stea run performed
clearly worse than both of the lemmatized runs: the resudt4da4 % worse
than that of the run in the lemmatized decompounded index.

In English-Swedish and in English-German, the differertmetsveen the
two lemmatized runs were statistically significant by thddéfkon signed
ranks test at the 0.01 level, but differences between therrdihe lemma-
tized index without decompounding and stemmed run were igatfiant.
In English-Finnish the situation is opposite: the differes between the two
lemmatized runs were not statistically significant, buisstn the run in the
lemmatized index without decompounding and stemmed runileze sig-
nificant. All the differences between the cross-linguafrsteed runs and the
runs in the lemmatized decompounded indexes were statlgtgignificant
at the 0.01 level.

Table 1. The performance of monolingual Finnish runs in Environn@né
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1. FINTWOL
2. MaxStemm
3. Snowball

4. Plain Words
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Average
Precision %
35.0

34.2

27.7

18.9

Change % w.r.
FINTWOL

-2.3
-20.9
-46.0

Table 2. The performance of monolingual Finnish and English runs in
Environment Two

Language

la.
Finnish
1b.
Finnish
1c.
Finnish
1d.
Finnish
2a.
English
2b.
English
2c.
English

Index type

Lemmatized,
split
Lemmatized,
no split
Stemmed

Inflected
Lemmatized,
no split

Stemmed

Inflected

Average | Change %
precision| w.r.t 1a or
% 2a

50.5

47.0 -7.0

48.5 -4.0

31.0 -38.6
45.6

46.3 +1.5

43.4 -4.8

Table 3. The performance of cross-language runs with English asahes
language
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Target Index type Average | Change %
Language precision| w.r.t 1a, 2a
% or 3a
la. Lemmatized,| 35.5
Finnish split
1b. Lemmatized,| 29.0 -18.3
Finnish no split
1c. Stemmed 20.8 -41.4
Finnish
2a. Lemmatized,| 27.1
Swedish split
2b. Lemmatized,| 17.4 -35.8
Swedish no split
2c. Stemmed 19.0 -29.9
Swedish
3a. German| Lemmatized,| 31.0
split
3b. German| Lemmatized,| 26.4 -14.8
no split
3c. German| Stemmed 25.7 -17.1

21.5 Discussion and conclusions

In this paper we focused on the question of the effectiveoles®rphological
processing in mono and cross-lingual IR. In our MonolingilRiltests we
found out that, in Finnish IR, lemmatization by FINTWOL oatforms other
approaches, in particular plain words and stemming, whilegtional stem
generation approaches the performance of lemmatizattogir difference in
performance is not significant. However, in the latter applg the index must
be harvested for full words matching the generated stemss @beries tend
to become unmanageably long. Kettunen (2005) has howeuadfthat by
extending the inflectional stems by regular expressionsrygiength can be
reduced dramatically with only a minor penalty in perforroan

In the second set of monolingual tests we found that the peeoce of
lemmatization by FINTWOL when compounds were split vs. kiepact,
splitting compounds clearly improved performance. Irgéngly, in the test
collection used, stemming by Snowball approached lemmuétiz in perfor-
mance. In the English monolingual tests, stemming was fdetter than
lemmatization by ENGTWOL. Simpler morphology and the ladkcom-
pound words in English compared to Finnish seem to explanfitiding.
However, another test collection might yield slightly éifént results.

In our cross-lingual IR testgnglishwas the source language, dfidnish,
German and Swedishserved as target languages. In all findings, lemma-
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tization and splitting compounds by TWOL clearly outpenfgr other ap-
proaches. This further confirms the importance of handlorgmound words
properly in compound-rich languages. The relative peréoroe of lemmati-
zation without splitting compounds vs. stemming gave misesiilts, which
may in part be explained by the quality of stemmers.

In summary, lemmatization and splitting compounds in motpgically
complex languages seem to consistently provide the bekirpence. The
down sides are that this approach requires large dictiesawhich need to
be updated, and techniques for handling the unavoidablénapairtant out-
of-vocabulary words. Automatic stem generation seems torbach lighter-
weight approach delivering competitive performance, astiéen the case of
Finnish. However, in this approach, after harvesting fudléx words match-
ing the generated stems, queries tend to become long. Thidmaritical
for efficiency in some IR environments. Further research orphological
processing for IR is therefore in order.
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A Grammar for Finnish Discourse

Patterns
KRISTIINA JOKINEN

22.1 Introduction

This article deals with Finnish discourse oriented wordeorvariations,

and provides their implementation in the HPSG-style typeatfre struc-

ture grammar using the LKB toolkit (Copestake, 2002). ltglaet present
a full-coverage Finnish grammar or even a small HPSG fragwfghe stan-

dard syntactic phenomena in Finnish. Rather, the aim hasthamplement

the Finnish discourse configuration in the Finnish Discewrattern Gram-
mar (FDPG), employing typed feature structures and old avddiscourse

information, and thus to supply a starting point for furthesearch in com-
putational modelling of syntax-discourse interplay. Tloalgs motivated by

the need for a dialogue system to analyse utterances andagenesponses
using semantic representation which is rich enough to endistourse ref-
erents with different information status. The dialogue agar distinguishes
old and new information, keeps track of the discourse t@pid,also provides
a context e.g. for the specific corrections where the spedijects what has
been stated in the previous utterance and contrasts it widweact. The use
of topic and new information in language generation is dised in Jokinen
and Wilcock (2003) in more detail.

The interpretation of the Finnish word-order variationsased on Vilkuna
(1989). She points out that the different syntactic ordefiect a discourse
configurational structure of the language: constituententain positions are
always interpreted as conveying particular discoursetfans. In order to
parse the word-order variations in the HPSG grammar foemali will argue

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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in favour of discoursgatterns These are fixed orders of the main sentential
constituents based on Vilkuna'’s discourse configuratiahused for present-
ing and interpreting discourse information in utterantémve extended the
head-complement and head-specifier rules in the HPSG gramithea set

of combination rules that concern discourse patterns,aithie patterns can
be effectively used in parsing the various word orders.

The article is organized as follows. | will first review Vilka's discourse
configuration for simple transitive sentences and discissgelation to the
information structure. This is followed by a short introtioo to HPSG, the
LKB formalism, and typed feature-structures. | will therepent the imple-
mentation of the discourse patterns in LKB, and finally déscsome points
for further research.

22.2 Finnish Discourse Syntax

22.2.1 Word-order variations

Vilkuna (1989) defines the following discourse configuratior Finnish:
| Kontrast| Topic | Verb | Rest|

The main verb divides the sentence into two parts. The posiin front of
the verb carry special discourse functions while the Rest-ffter the verb
contains constituents in no particular order. (The end efgéntence, how-
ever, marks new information, see below.) The two specificalisse func-
tions are Kontrast (K) and Topic (T), assigned to the elesentupying the
sentence-initial position (K) and the position immedigialfront of the main
verb (T). The T-position marks the current discourse toipéc what the sen-
tence is about. The K-position can be occupied by a discaafeeent which
is contrasted with the topic of the previous sentence. Itvisgs a marked
position with contrastive emphasis, and it can also be empty

In order to determine the information status of the conetits, the Prague
school question-answering method is used: one seeks faotadlguquestion
that the sentence provides new information for, and therinétion status
of the constituents is determined in relation to this contbotice that in
dialogues, answers typically realize only the new infoioratsince Topic
and discourse-old information can be inferred from the joew utterance
and discourse context (Jokinen and Wilcock, 2003). If therahce has K-
position filled, the underlying discourse context does mottain a question
but rather a statement that is contrasted or corrected xseeptes below and
in Section 22.4.2.

For a simple transitive sentence, the following alterrestiare possible:
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Kontrast Topic Verb Rest  English equivalent
1 Karhu pyydysti kalan The bear caught the fish
2 Kalan pyydysti karhu The fish is caught by the bear
3 Kalan karhu  pyydysti It is the fish that the bear caught
4 Karhu kalan  pyydysti It is the bear that caught the fish
5 Pyydysti karhu kalan The bear DID catch the fish
6 Pyydysti kalan karhu

Sentence (1) represents the canonical word order for Finitisas subject
in the T-position and object in the Rest-field. Statistigdtllis also the most
common word order, supporting the fact that the subjectllyseacodes the
topic. As for the information structure, three alternasivsge possible: the
whole event can be new as in the presentation sentence (‘Wdpaened?”),
the verb phrase can be new (“What did the bear do?”), or omlytiject can
be new (“What did the bear catch?”). The sentence (2) is goalks except
that the constituents have now swapped places: the objéapis while the
subject introduces new information in the discourse. Therahce matches
the question “Who caught the fish?”

Sentences (3) and (4) signal correction in regard to thdquewiscourse.
They pair up so that the sentence initial K-position is oéedy the ob-
ject/subject which is contrasted with another object/sctajnentioned earlier
in the discourse: e.g. “Itis the fish that the bear caughtandaitter”, and “It is
the bear that caught the fish, not the wélfThe sentences (5) and (6) have a
special argumentative character, too, since the main gerthe K-position.
In (5), the speaker insists on the truth of the statement€éd the bear did
catch the fish"), but the word-order is also used if the spepkesents the
state of affairs as new, something surprising and contoaexpectationso,
pyydystin miné pienen kaldwell | did catch a small fish”). The alternative
(6), however, with the object occupying the T-position,ugkevard in simple
sentences. Obviously this is due to the clash of the two afiganarked word
order patterns: the preposed and contrasted verb does withfthe marked
word order that indicates the subject as new information.

22.2.2 Information structure

Discourse configuration bears similarity to informatiorckeging (Engdahl
and Vallduvi, 1996), although it does not exactly correspmrthe sentential
information structure. As Vallduvi and Vilkuna (1998) pbaut, contrastivess
is orthogonal to information structure. While the elementthe Rest-field
are new (rheme) and the elements in the T-position are old¢amng presup-
posed information (theme), the information status of thpdsition is not so
clear; cf. also the failure of the question-answer methatirectly provide a

1Kontrast can also be expressed by intonation in the neuw@ Srder: Karhu pyydysti
KALAN or Kalan pyydysti KARHU I will not discuss them further here.
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context for the sentences (3)-(6) above: the context comtdatements rather
than queries for new information. Kontrast is of course ndth wespect to
the sentential content, but it can also be old, if the refehas already been
introduced in the discourse context. For instance, (4) canmafter the dis-
course like "l saw a wolf and a bear by the lake" - "and it wasviloé that
caught a fish?" - "No, not at all, it was the bear that caughfidite not the
wolf". In fact, in this case we have a curious situation wheeddscourse ref-
erent is simultaneously old and new; Vilkuna (1989) calksth Topic-Focus
cases. In FDPG, discourse referents in the K-position ayarded as new,
since to the hearer, contrast is new information, and theodise referent
that turns the proposition into a new fact is the one occupthie K-position.

I have previously (Jokinen, 1994) introduced Topic and Ndwlks two
mutually exclusive features to distinguish two types oftdigse referents:
Topic represents what the utterance is about and NewlInfa istmew in the
discourse context. NewlInfo is related to Topic: it dessiBemething new
with respect to the discourse topic. If the whole event is, tiegidiscourse ref-
erent for the verb is marked as NewlInfo, and we have a pregamsentence.
The distinction agrees with that proposed by Vallduvi & \ditka (1998), who
describe topic as an anchor to the focus (new informatiomjll hot go into
details of semantic representation of Topic and NewlInforéier to Wilcock
(this volume) who discusses different representationsrfimrmation struc-
ture and indicates how Minimal Recursion Semantics can teneed to take
information structure into account.

22.3 LKB, HPSG, and FDPG
22.3.1 Preliminaries

The first implementation of the basic Finnish word-ordeliatgons is pre-
sented in Karttunen and Kay (1985). They describe a parserde-word
order languages, and use functional unification grammakimgtopic and
new information as specific features on the constituents FEd°G, | have
used LKP as the development tool. This is an open source grammaritoolk
for implementing natural language grammars in the typetlfeastructure
formalism. Most implementations in LKB use HPSG, but the LK®eIf is
powerful enough to allow grammars in any constraint-bageglistic for-
malism to be developed. The grammar files include lexicoridé entry
definitions), rules (feature structures describing hownsigan be unified),
and types (type specifications that constrain on sign utiidich The toolkit
consists of various tools for the developer to write and dgjmammars, and
it comes with several sample grammars as well as a full sepeourse for
learning how to build grammars.

2http://www.delph-in.net/Ikb/
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HPSG (Head-Driven Phrase Structure Grammar, Pollard & 984)lis a
strict lexicalist approach to human language modellingsHigns rich infor-
mation structures to words, and using various constrainpspjects phrasal
categories and sentences from the words. Lexical head#gyspdormation
like part-of-speech and dependency relations, and alsodenihe basic se-
mantic information of their phrasal projections.

The representation of lexical items, like that of the prtgeghrases is a
uniform feature structure called tBgn A sign consists of attributes and their
values, encoding phonological, morpho-syntactic, seimant pragmatic in-
formation of the entries. In the ERG gramraa sign contains the following
features: ORTH (orthographical realization of the lexisggn), SYNSEM
(syntactic and semantic information), LEX (lexical statudON-LOCAL
(non-local information), and HEAD (head information). Trepresentation
of signs is made more compact by organizing them intonaeritance hi-
erarchy, according to which the signs can inherit certain propeiftiem the
more general entries above them in the hierarchy. Inhegthaierarchies are
based ortyped feature structuregach sign is associated with a type which
constrains free unification of the otherwise compatiblesig

In HPSG, the arguments of lexical entries are divided intmglements
and specifiers. The two main rules that can be applied todériotries to
form phrasal projections are thead-complement rulgvhich unifies the sign
of the lexical head with the signs of its complements, anchibeed-specifier
rule, which forms a saturated phrase by unifying the phrasalsitnthe sign
of the specifier. The sentential specifier is the subject,thadsyntactically
saturated phrase is a sentence.

The complement list is encoded in the lexical signs COMR#i®, and
the specifier specification into the SPR-feature, both ottvlare SYNSEM-
features. The complement list and the application of thelfumemplement
and the head-specifier rules are ordered, so possible wdet wariations
must be described by other means. A simple solution is tevatialtiple verb
entries, one for each different word order that the lexitahi can project.
However, this explodes the lexicon, and for languages likaiBh, it is not a
reasonable alternative. One can also introduce a specialpa&tion rule that
produces necessary variations in the COMPS-list for anigd&entry. The
problem with this alternative is that it increases gramnracessing time.
Yet another solution is to use unordered sets as COMP Sréesitustead of
lists. For instance, the Japanese JACY graniroaders possible argument
structures into a type hierarchy and allows different heaahplement rules
to pick up the arguments in the COMPS-list in any order.

3The LinGO English Resource Grammar,see http://www.déiptet/erg/
“Homepage: http://www.dfki.de/ siegel/grammar-downldACY-grammar.html
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In Finnish, however, the driving force in sentence analgsid generation
seems to be discourse configuration rather than syntacistiteency. FDPG
thus uses discourse patterns, defined in terms of the disefumctions Kon-
trast, Topic, and NewlInfo as the main elements in describingish word-
order. Moreover, in a well-formed utterance, NewInfo mustgs be explic-
itly present.

Intheir HPSG account for English and Catalan informatiorkpaing, En-
gdahl and Vallduvi (1996) suggest that the specific feathféd-STRUCT,
comprising the features FOCUS and GROUND, with the latténd@urther
divided into LINK and TAIL, be added in the context field of leal signs so
as to encode sentential information structure. Followlrig,tl also assume
that the discourse configuration is a separate dimensicgniesce analysis.
However, instead of the feature INFO-STRUCT, | use DISC-8TR with
the features KONTRAST, TOPIC, and NEWINEO

Furthermore, | have replaced the head-complement and d$peaadfier
rules by a set of special rules that describe how variousdise patterns
can be combined and interpreted as the speaker/hearez(iantally) parses
the particular word order variations. The patterns can lhered in a type
hierarchy, although this is not done in the sample grammaceShe focus
of the article is on word order only, | have also made some Ifiyipg as-
sumptions about the morphosyntactic properties of Finnish

— Morphology is encoded in the lexical entries,

— NPs require determiner.

22.3.2 The Finnish grammar categories

FDPG regardsitteranceas the smallest unit in syntax, emphasizing its oc-
currence as part of the discourse and being uttered by a epélie ut-
terance sign has two fields: DISC-STRUC for discourse cordiipn, and
SYNSEM-STRUC for the syntactic arguments and their serogniihe sign

is of typeutt-strug and defined as follows:

utterance := utt-struc &
[ DISC-STRUC disc-struc,
SYNSEM-STRUC synsem-struc,
ARGS *list* ].
The DISC-STRUC contains the following features (EVENT ate®the
event reference denoted by the main verb):

disc-struc := utt-struc &
[ KONTR *list*,
TOPIC *list*,

SNEWINFO relates to FOCUS, and TOPIC to LINK, but KONTRAST has apparent
counterpart.




A GRAMMAR FOR FINNISH DISCOURSEPATTERNS/ 233

NEWINFO synsem-struc,
EVENT evtype,
RESTFIELD *list* ].

The SYNSEM-STRUC contains feature representations forlgkizal
head, its syntactic dependents and semantics, and the &R+ includes
the typical HPSG specifier and complement-lists:

synsem-struc := utt-struc &
[ HEAD pos,

DEP dependents,

SEM semantics ].

dependents := feat-struc &
[ SPR *list*,
COMPS *list*].
Finally, phrases are projections of lexical items such #fiatf their com-
plements have been found, i.e. the COMPS-list is an emity lis

phrase := utterance &
[ SYNSEM-STRUC [ DEP [COMPS < > 1] ]

FDPG also introduces a specsaibj-phrase  which has an empty SPR-
list. Although specifiers do not mark saturated phases &gisase in HPSG
in general, their separate marking has been retained, leowsace in some
discourse patterns the subject can be combined with the vedirbefore the
other complements, and thus it is necessary to distingigsts svhich have
been unified with their subject from those that still have nal fi.

subj-phrase := utterance &
[ SYNSEM-STRUC [ DEP [SPR < > 11 1.

Some lexical verbs do not usually take nominative-caseesthj(emo-
tional and physiological states, nature descriptions)l, accordingly, their
lexical entries have SPR-feature instantiated to null. &@entence types
(existential and possessive sentences) do not have navehtaise subjects
either, and in this case, it is the main valta  "be" that has SPR-feature as
null.

22.4 Discourse Patterns

The discourse patterns are rules which define how the legigak can be
unified with their arguments, and they can be seen as an éxteokthe
HPSG head-complement and head-specifier rules. The FDGGs de unify
the lexical verb sign first with the immediate left/right adgnt NP sign, re-
gardless of whether the NP has subject- or object-markihgs @inification
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serves as the basic pattern for marking discourse functitms rest of the
discourse functions are filled in when the second argumemtfged with the
basic pattern, resulting in a saturated phrase.

22.4.1 Head-complement patterns

The head-complement patterns deal with the pair-wise coatioin of the
main verb (lexical head) with the adjacent NP sign (be it anfiNftioning
as subject or object), and they correspond to the HPSG hmagiement
rules. For space restrictions, the full feature structsigiuen only for the first
patternSubj stands for a nominative case NP d@dbjj for an accusative NP.
All examples are based on the event “the bear caught the fish”.

1) Subject-Topic pattern:
Subj+V karhu pyydysti “the bear caught”

The rule combines the main verb with a nominative case NP eteth The
result is a feature structure for an utterance with both tReaNd the main
verb marked as Topidopic(Subj) + Topic(V)

subj-top-rule := utterance &
[ DISC-STRUC [ TOPIC < #1, #2 > ],
SYNSEM-STRUC [ORTH #orth,
HEAD #head,
DEP [ SPR < >,
COMPS #comps ],
SEM #sem ],

ARGS < phrase & #1 & [SYNSEM-STRUC

[HEAD noun & [ AGR [ CASE nom 1],
DEP [SPR < > ] 1],

word & #2 &

[ORTH #orth,

HEAD #head & verb,

DEP [ SPR < #1 >,

COMPS #comps ],
SEM #sem ] > 1.

2) Object-Topic pattern:
Obj+V kalan pyydysti “the fish was caught by”

The rule is parallel to (1), but it combines the main verb véthaccusative
case NP (object). Also in this case, the resulting utterdnaseboth the NP
and the main verb marked as Topl@pic(Obj) + Topic(V)
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3) Verb-Kontrast pattern:
V + Subj pyydysti karhu “caught the bear”

This rule combines the verb with a nominative case NP whiciois on the
right. The result is an utterance where the main verb is ntbaseKontrast
and the subject-NP as Topic, i.e. something the utteranue tfze correc-
tion) is aboutKontrast(V) + Topic(Subj) . The pattern anticipates
the speaker’s disagreement and wish to express a correttiamat has been
stated before.

4) Verb-New pattern:
V + Obj pyydysti kalan “caught the fish”

The rule is parallel to (3) and combines the verb with an aatives case
NP on the right. However, the result has both the verb and bijectNP as
new informationNewlInfo(V) + Newlnfo(Obj) . Notice that the verb
is not interpreted as Kontrast like in (3), since this wowddd to awkward
interpretations when the subject-NP is unified with the pai@ee discussion
about the sentence (6) in Section 22.2.1, and the impossibidinations in
Section 22.4.3).

22.4.2 Head-specifier patterns

The head-specifier patterns are analogous to the HPSG speuglés which
saturate the phrasal sign with the specifier, i.e. in the cBa@erbal sign with
the subject-NP. However, in FDPG, the rules do not apply tmubject-NPs
but also to object-NPs, and also the dicourse context coomglay a role in
the unification. A rule can be applied only if the informatstatus of the NP
accords with that of the underlying discourse pattern. Thesiead-specifier
patterns guide the parsing and constrain acceptability peiréicular word-
order with respect to the appropriate information struetofr the utterance.
Suitable discourse contexts are shown after each rule byderlying ques-
tion or statement that the resulting utterance address@&s&abbreviations
SV, 0OV, VS, andVO referto the constituents formed by the patterns (1-
4) above, and the utterances to the example utterancestiois22.2.1.

1a) [Subject-Topic] Object-New pattern (utterance 1):
SV + Obj karhu pyydysti + kalan “the bear caught + the fish”

The rule produces one of the three information structureshfe canonical
word-order as discussed in Section 22.2.1 (the other twowsoders are pro-
duced by Rule 4a below). The basic SV pattern is alreadyéted as Topic
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(Rule 1), so the resulting utterance is used to introducenaafigect-NP. The
utterance thus functions as a response to an underlyindiguég/hat did

the bear caught?” with the object-NP as NewiInfo “(the beagbd) the fish™:
Mita karhu pyydysti? — (karhu pyydysti) kalan

1b) [Subject-Topic] Object-Kontrast pattern (utterance 3):
Obj+ SV kalan + karhu pyydysti “the fish + the bear caught”

The unification of the basic SV pattern with the object-NPlom left results
in an utterance where the object-NP is Kontrast. The SV paitedeter-
mined as Topic as above(Rule 1), but the previous contexdlsagpresented
an object which the speaker wants to contrast and correcink@nce, the
previous context may contain a statement like “the bearlugthg otter”, and
the speaker then corrects this with a new objEgias, kalan (karhu pyydysti)
“no, it was the fish (that the bear caught)”.

2a) [Object-Topic] Subject-New pattern (utterance 2):
OV + Subj kalan pyydysti+karhu “the fish was caught by +the bear”

The rule is parallel to (1a) above: now the basic OV pattefiofsc (Rule 2),
and the subject-NP on the right is introduced as new. Thernyide question
is “Who caught the fish?” with the subject marked as NewInfth¥ fish was
caught by) a bear'Kuka pyydysti kalan? - (kalan pyydysti) karhu

2b) [Object-Topic] Subject-Kontrast pattern (utterance 4):
Subj+ OV karhu+kalan pyydysti “the bear + the fish was caught by”

Analogously to (1b) above, unification of the topical OV patt with a
subject-NP on the left results in a correction and a conteasitterance. A
previous statement, like “the wolf caught the fish”, is casted with the new
subject-NP as KontradEipas, karhu (kalan pyydystiho, it was the bear that
caught the fish”.

3a) [Verb-Kontrast] Object-Rest pattern (utterance 5):
VS + Obj pyydysti karhu + kalan “caught the bear + the fish”

The rule combines the VS pattern with an object-NP on thet.rijine verb is
already marked as Kontrast and the subject as Topic (Rubn8)the object
falls in the Rest-field.

The object can be either discourse old or new informatiathdfobject-NP
is old, the contrast concerns the actual event which thesstiapd the ob-
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ject denote the participants of. The utterance occurs itectswhere doubts
about the truth of the speaker’s assertion have been rdisedider if the
bear caught the fish after all” ), and the speaker wants tdamia and insist
on the original argument: “yes indeed the bear DID catch gte¢:fEnp& usko
ettd karhu pyydysti kalan. — Kylla toki pyydysti karhu kalan

The object-NP can also be Newinfo as in the answers to nosstigus;ja
pyydystitkds mitdan? — no, pyydystin mina pienen katard did you catch
anything? - well, I did catch a small fish". This is a rather coom pattern,
since the speaker provides new information as a responsgdouine ques-
tion. The contrast in this case concerns the implicit neggtresupposition
of the question "you may not have caught anything”, whichoistasted by
the speaker’s positive answer. It should be noticed thajulestion "What did
you catch?" presupposes that the partner caught somettiiilg, the ques-
tion "Did you catch anything?" lacks such a presuppositibis. interesting
that Finnish reflects the difference in the presuppositinrike word-orders
that the possible answers to the these questions exhibifotimer is encoded
in the Object-New rule (1a) and the latter in Object-Rest (35).

4a) [Verb-New] Verb-Presentation pattern (utterance 1):
Subj+ VO karhu + pyydysti kalan “the bear+caught the fish”

The rule produces two of the three canonical word-orders Reile 1a).
The new information in the verb-object pattern (determibgdRule 4) is
combined with the two possible discourse statuses of thstiNP. If the
subject-NP is Topic, the resulting utterance is simply aswaar to the ques-
tion “what did S do?”"Mité karhu teki? — (Karhu) pyydysti kalan.

If the subject-NP is new in the discourse context, the réswdtpresenta-
tion sentence with all the constituents as NewInfo, answgeio the question
“what happened?Mita tapahtui? — Karhu pyydysti kalan.

22.4.3 Impossible combinations

3b) Impossible-Verb-Kontrast-Object-Kontrast combination
Obj + VS

A symmetrical rule for (3a) would combine a contrasted vert a topical
subject-NP with an object-NP on the left. This is impossiblewvever, since
the K-position is always sentence-initial, and there is Space” left for a
second Kontrast in front of the already contrasted verbulstrbe noticed that
the Obj-V-Subj word-order is fine if the discourse configimats different:
see the Object-Topic-Subject-New rule above (2a).
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4b) Impossible-Verb-Two-News combination
NewlInfo(VO) + NewlInfo(Subj)

The other impossible combinations are based on the VOrpattéh the
subject-NP on the righ#O + Subj.

If the VO-pattern is discourse new (introduced by Rule 4)wauld
seem natural to add subject-NP as new information at the étitbautter-
ance. However, the combination is confusing: the resultiogd-order is the
marked discourse pattern for a sentence-initial Kontvasile the all-new in-
formation status of the constituents suggests a presentsitence. There is
no Kontrast, and for a presentation sentence, the cand@\@iorder is pre-
ferred (rule 4a); hence unification is impossible. Even ifaggsume that the
verb indeed is Kontrast and object-NP is NewlInfo, KonthdsH{ NewlInfo(O)
+ NewlInfo(Subj), the combination would still lead to conifus, since there
is no Topic to anchor the contrast to.

4c) Impossible-Verb-Kontrast-Object-Topic-New-Subjet combination
Kontrast(V) + Topic(O) + NewlInfo(Subyj)

If the verb is Kontrast and object-NP is Topic, the combimats analogous to
the contrasting VS + Obj pattern licensed by the rule (3ayvéieer, the order
seems to favour the reading of the subject as NewlInfo, arglithunterpre-

tation is again confusing between whether the utteranckdstacontrasting
events or a new subject. In the former case, the preferreticaton would

be VS+0 (Rule 3a) and in the latter case OV+S (Rule 2a).

4d) Verb-Object-Topic-New-Subject combination
Topic(VO) + Newlnfo(Subj)

If the VO-pattern is Topic, the subject must be NewlInfo. imgie sentences,
this combination will again run against the marked senténitel Kontrast
pattern as well as the preferred Subject-New rule for intoing new subjects
(Rule 2a). However, if an adverbial is added in the beginwirthe utterance,
the order becomes acceptable, although there are stroegtexipns that the
contrast now continues with respect to the adverlddén pyydysti kalan
karhu, tAndan koirdyesterday it was the bear that caught the fish, today the
dog”. The pattern suggests that there are two pairwise Eetsrthe adver-
bials on the one hand and the subject-NPs on the other haad/efh and the
object-NP make up the topical background for the Kontrdaetshe current
FDPG, which only deals with simple sentences, these coribitgare not
possible. Obviously, the grammar rules should be relaxeatder to allow
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the unification of the constituents to take place, but theypkhalso constrain
the result to be unsaturated, so as to force the adverbidt&sia to be added
in the sign and make the phrase well-formed from the diseopoint of view.
These combinations will require more detailed research.

22.5 Discussion

In this article | have presented a HPSG-based implementafithe Finnish
word-order variations in the LKB grammar environment. Bafing Vilkuna
(1989), the Finnish syntax is characterized by its disewaenfiguration,
which assigns certain discourse functions (Kontrast, ddgewlnfo) to the
constituents according to their position with respect t itiain verb. The
Finnish Discourse Pattern Grammar (FDPG) can parse simipéasitive and
transitive sentences and produce appropriate discoukesgiatations of the
different word-orders without spurious parses. The grammavailable on
request from the author.

The combination rules are based on simple discourse psttenterning
the main verb and its adjacent NP-complements. There dexelit patterns
for combining the main syntactic constituents: four forrpaise combina-
tions of the main verb and an adjacent NP, and six for produsaturated
utterances with the discourse functions appropriatelgdilin. The former
extend the head-complement rule of the traditional HPSGlevthe latter
extend the HPSG head-specifier rule. The patterns with &ssiociated dis-
course functions can also be thought of providing guidawocetfe hearer
about what to expect next in the on-coming discourse.

In Finnish, phrase structure thus seems like an epipheeaigrhenon that
occurs as a side effect of the lexical entries being progeict® full sentences
and their dependents ordered into a coherent discoursa. this view-point,
it would, of course, be more natural to describe syntacteticns with the
help of a dependency grammar which explicitly reveals thgeddency rela-
tions between the verb and its arguments, than with a phtasgige gram-
mar which focusses on phrasal structures. In fact, the npatiean be also
seen as possible ways to combine dependency relationaliriées strings.

| have effectively proposed a new approach to syntax: thatissfourse
configuration. In this approach the speaker’s intentiorxtthange new infor-
mation on a particular topic is taken as the driving forcedmmmunication,
and this intention is not realized on the level of dialogugamisation only, but
trickles down to the syntactic structure as well. Discoumégrmation, carried
by the different word orders in Finnish, is thus efficientsed by the hearers
when processing the incoming utterance: the presence tHircatiscourse
patterns directs the hearer to expectations concerningnipg elements.
Cognitive studies also seem to support psychologicaltyeaflidiscourse pat-
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terns, their incremental processing and impact on the Heaepectations
about the yet-to-come elements. For instance, in a reasty stf processing
Finnish word-order variations, Kaiser and Trueswell (20@4nd empirical
evidence that shows how the hearers make efficient use obtieanonical
word order patterns to predict upcoming referents and tlisfiourse status.
Finally, the FDPG is an attempt to provide a model for dissewronfig-
urational syntax that would describe the link between theasstic-semantic
representation of utterances and the information theydmobdialogue sit-
uations. The view of dialogue events as the determiningfdor sentence
structuring may prove useful in modelling also other “fre@jrd-order lan-
guages like Japanese, where the discourse function Togramsmaticalised
and none of the verb arguments are obligatory in well-forseatences. Of
course, systematic investigations are needed to sulstattiis hypothesis.
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Meaningful Models for Information

Access Systems
JUSSI KARLGREN

23.1 Distributional models of language

Study of semantics has the general goal of modeling humguiltic com-
petence as a theory, probing the constraints and limitatidlanguage as a
system of expression and representation, and of providimglage engineer-
ing applications with a model of meaning, appropriate teaitks. In general,
there is no need to design a semantic model intended foripahptocess-
ing to be neurologically or psychologically plausible buice human perfor-
mance is impressive in certain respects there certaingeisan to investigate
it to find if it can provide inspiration, examples, or congtta for implemen-
tations. Human information processing is efficient andréfss. The human
information processor is flexible, dynamic, ever learnihags not stumble at
inconsistencies, and does not require formal or explisitrirction.

What sort of demands would we want to pose on a model of meainarg
the standpoint of language engineering for informatioreas® Some specific
requirements are at the forefront for information accesdyais. Information
access involves matching brief or even incomplete exprassif information
need to relatively more verbose documents and items ofrmdtion. The
documents are not necessarily formulated for ease of vatiire mind.

For this class of tasks, models that are based on dynamatasisrved data
of language use in some form are dominant. They have commamacteris-
tics, however those data are collected and whatever thacteaof the data:
they are based on occurences of linguistic units in a comtexse; they do
not rely on explicitly represented pre-compiled knowledey are flexible
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and sensitive to the domain and universe of discourse at hand

The Distributional Hypothesisthe basis for distributional language mod-
els, states that two words are similar to the extent that gheye contexts
Harris (1968), and thus that distributional data — of how dgappear in
contexts — can be used to model similarity, however it is ustded, be-
tween words. That statement can be used as a basis for a thfaolsaning
suitable for practical deployment in contexts where apjnaxive semantic
analysis of large amounts of linguistic data is necessagpraimating simi-
larity in use with similarity in meaning.

Change or semantic drifs modelled seamlessly by distributional mod-
els. New data will provide new occurrence data for the motieé problem
of modeling change can be formulated as the problem of sedetiie right
training context: what data are relevant to the model at Adhthe correct
situational context is provided for the model, the resagltiepresentation will
reflect the usage in them. This is a desirable quality in thdetso we know
human language changes fluidly. From one intellectual cbtdgenother and
from one discourse situation to another the usage and gpital referents
of expressions shift and change with little or no confusmrhfuman users; as
time passes, words’ meanings evolve and change with littteoaonfusion,
without any attention from their users.

Most distributional models are difficult to provide with gemputed data
— to “teach” — in a non-arbitrary manner. Again, this is a daisie quality.
We know people learn language their entire life. They dowhikout explicit
acts of definition and instructionin keeping with this it would be useful to
find that a system for processing large amounts of text froming sources
have a semantic model capable of operation with little humgervention,
with the necessary knowledge extracted from the data at. lzattibutional
models in practice are implemented not only to work withaygeyvision but
in fact most often to forswear it entirely.

Most distributional models do not rely on external fixed kfedge
sources to any great extent, and base their deliberatiostatistical or proba-
bilistic calculation on the data alone. We know people seltike recourse in
definitions or formal delimitations of meaning between typé expression.
Expressions can be more or less similar in meaning, changitihgauthor
and reader perspective or situational context: a semantiehfor robust
processing of information from many authors to many readarst not be
brittle and dependent on exact expression of formal knogéed- it should
seamlessly incorporate the gradual shift in meaning framest similar and
from related to distinct (Karlgren, 1976, e.g.). Distriloutal models are typ-
ically implemented with calculation frameworks with imtsic provision of
gradual shades dfomeosemgr relative similarity.

As can be inferred from the sketchy description above, batid or term
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on the one hand ancbntexton the other are central for modeling distribu-
tional data. The data may be preprocessed to identify gcaphiord occur-
rences, morphologically normalized words, multi-wordnter or whatever
linguistic unit is being considered. The nature of the cengtudied varies
according to what sort of model is being built: an utterarzcejndow of a
few surrounding word tokens, an entire text, or a topical.uni

23.2 Representing distributional data — understanding
language models

Distributional models collect data of term occurrencessSehdata are com-
piled in some representation for convenient further preiogsProbabilistic
language model®.g., refine the occurrence data into an estimate of the prob
ability that a given word will appear again, given some obsédior observable
context.

The dominant language model for analysis of textual infdiomen infor-
mation access and lexicographical applications isvéior space modeh
vector space is a many-dimensional space where the pointsecaccessed
by address — by a vector of coordinates using some systeimaliypcarte-
sian. A point in a vector space can be described by a vedtaus:

U= [U17"';Un]

wheren is the dimensionality of the vector space.

The vector space model for languages posits such a manyadiomal
space for terms by populating a vector space with distiiimati data of term
usage in text or discourse. The data are represented in &nfabf order
w X n, such that the row$’,, represent the terms, the columbs represent
the contexts under consideration — documents, e.g., in thet typical case
— and the cells are the (possibly weighted and normalizestjuiency of a
given term in a given context. Each row of frequency counts ttonstitutes
ann-dimensional occurrence vectofor a given term. These occurrence vec-
tors, interpreted as coordinates in @fdimensional space as above, deliver
a vector space model with the occurrence vector defining aitot for its
term.

Vector space models have gained increasing currency fdicagipn to in-
formation access tasks. They exhibit several attractiaditigs, not the least
being that of pleasing intuitive simplicity, transpareranyd ease of expli-
cation. They are also computationally efficient in seveeapects, and have
proven useful in several applications.

This model lends itself naturally to the application of stard distance
metrics. Position is determined by the occurrence of temeentexts; close-
ness in space implies distributional similarity or simileiage; and proximity
between points — terms — in this space can easily be understoaimi-
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FIGURE 1 Computation of cosine between two vectors

larity in meaning. This notion of proximity or distance cam tised to model
gradual shades of relative similarity.

Similarity can be established either by calculating théagise between the
points in space, or by transforming the vectors to polar dimates and using
the angle between them. This, in essence, normalizes tig/eemagnitude
of the cell values in the matrix — vectors with the same odgan are consid-
ered equal. Most often the cosine of the angle as per the farimérigure 1
is used: it interprets readily as a proximity measure.

In summary, vector space models localize terms at pointpaces Prox-
imity of a term to other terms is calculated through someadiicé measure.
The meaning of a term is found by inspection of its closestjimadrs —
meaning is considered to be located in a region around tarensis can shift
meaning, and this is modeled by moving the term to anothent iospace.

23.3 Space and meaning

As any model, the vector space model is intended to simgiéyrtotion it is
modeling, better to aid processing or understanding theobijotion; as any
metaphor the space and distance metaphor for meaning meéigberience
from one area of human activity to another by conceptuatfeaence.

The space metaphor is powerful and pervasive in human tign&nd
seems to fit in neatly with intuitions about how meaning coatesut. Expres-
sions such as “close in meaning” abound. But what sort ofesplacpeople
think about when they use spatial expressions to discuseinggEa

While relative distance or proximity seem to be centralthesi absolute
distance measures nor other spatial relations are noromsgly. Each seman-
tic comparison we make can be made in terms of proximity — herotela-
tions are simple to make explicit. “Close in meaning.” or662r in meaning.”
are acceptable statementsStightly above in meaning.”,*More to the north
in meaning.” and *One metre removed in meaning.” are not. It seems that our
conception of meaning as space is limited to something likaiged view of
a one-dimensional space.

23.4 Distributional models do not preserve all distributianal
information

While the distributional models base themselves on ocogegin data, they
generalize from those observations, thus ridding therasai¥overly specific
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information. Probabilistic models sample the data andoéistaestimates of
probable reoccurrence of observed items; vector space Imodmpile the
occurrence data into a point in vector space. In both cadesgy@amount of
distributional information is discarded.

The vector space model is useful and attractive, but doeslimaitations.
Some of them have to do with our understanding of the spacaphet itself:
the notion of distance between points leads us to the wrolegledions and
an incorrect view of what the space is. While the multi-disienal space
maybe the correct framework to solve structural problems ofépeesenta-
tion, our intuitions risk leading us astray.

The intuitive use of the expressions “conceptual distarare®close in
meaning” does not specify in what way that distance is catedl, nor what
topological status the locus of “concept” or “meaning” haveither does the
vector space model require a specific distance measure oitefiof mean-
ing. Yet the influence of our intuitions from living in two densions of a
three-dimensional world via grade school geometry to thetorespace cal-
culations have led us to a too constrained view of what carcheeed using
the model. This constraint may be inherent in the model, thuay also be
a constraint only of the metaphor and our representationeoifitodel. Deter-
mining whether the metaphor or the model is the limitingdads difficult or
impossible to do without proper calculation; our intuitsoabout space and
meaning are not the right tools to make informed decisions.

The solar system metaphor of an atom is a parallel case ofrasepta-
tion and a model leading its users to wrong conclusions. Ther System
model is seductive in its simplicity and its imaginative ties. A consider-
able amount of effort in higher physics classes is spemdryo unlearn the
model — which has been useful for gaining the first glimpsesfast steps
of understanding of subatomic structure, but where eacloab\successive
generalization is a step in the wrong direction.

23.5 Points, distances, and dimensions

Vector space models localize terms at points in space. Teamshift mean-
ing, which is evidenced by their occurrence data; these al@&accommo-
dated in the model by moving the term to another point in spRetations
to other terms change accordingly, and are evidenced by reandes cal-
culated between them. This simple operation adheres welltantuitions
of how points in space can be manipulated. When modeling dgpes of
observable distinctions in meaning made in human discaursay well be
contested in view of its discarding a considerable amouirtfofmation.
The study of vagueness, polysemy, generality, and othestgpdistribu-
tionally evident data would be well accommodated by broaugthe scope
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silicate

glass

w2 gin

d(glass, gin) = cos(w1) = d(glass, silicate) = cos(ws)
d(gin, silicate) =» o(d(glass, silicate) + d(glass, gin))

FIGURE2 Polysemous terms have many kinds of neighbors in two dirassi

of how terms are represented in the model and attendantmefbhow the
notion of semantic distance is represented.

Distance between two points in a euclidean space is synsakamd tran-
sitively calculable. This does not necessarily always Haviee the case in
a semantic space. Distance can be calculated in numeross Wés/possi-
ble to examine the implementation of the space metaphoelgicand retool
that implementation better to transcend our first intusiaf what geome-
try is to e.g. allow for non-euclidean, non-symmetric, ricamsitive distance
measures.

Polysemous termare a case in point. Proximity between “glass”, the bev-
erage, and “gin” on the one hand and between “glass”, thetautes, and
“silicate” on the other need not imply proximity betwen “gisnd “silicate”,
as illustrated in Figure 2. The risk of confusing transitpreximities can be
addressed within the standard term-as-points-framewsirigiadditional cal-
culation — by retaining more distributional data in the miogled allowing
the term to occupy a trace or a more complex structure tharnd iposector
space.

Vague termsare another example. The capability of vector space models
to handle the distinction between vague and definite usagerislimited.
If a term in the data is used vaguely, the resulting represient will still
try to pull the data together into a point. The representatiba term in the
model does not in any way carry the information whether time tehould
be understood as definite or vague; the distance betwees temalculated
identically from a point in vector space whether they areueagr specific.
The model pulls together various items as exemplified in fe@@u It can be
argued that the model simply reflects the data: lots of thamgsice, and they
share a feature. The potential problem with the model isttieavague quality
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of niceness is typically modeled as strongly as is the defupitality of, say,
animacy or birdness.

In general, measurement of distance can in the given fariilgaior space
models only be calculated between terms — which is of littigy given that
the stated objective of most distributional models is toarsthnd the relation-
ship between concepts or whatever notional units of meaomegpostulates.
A term without a well-defined meaning — arguably the majooityerms —
cannot be represented in any other way than as an (typicelighted) aver-
age of its occurrences. This distinction, if addressed astabuld be handled
on model level. The vector space model does not handle ttisiclion.

Itis not inherently necessary for the model to attempt td fobether the
representation of each term into a point. It is a relativéiype extension to
investigate terms represented by spaces rather than pmictsas clouds, hy-
perplanes, clusters or concentric structures — it wouldliressimply imply
retaining more data when refining the raw occurrence dataeprésenting
the additional data in the vector space. Higher-orderidigional character-
istics can be utilized to determine which geometry the itistion of a term
should be modeled by: patterns of distribution can be malelepatterns
in space rather than using averages, which throw out mosieoflistribu-
tional information. Such an extension, however, will by essity break the
standard metaphor and its distance measure: the distatveedretwo clouds
is not well-defined from without the model itself, and neealb¢ addressed
explicitly, not by inheritance via a metaphor.

meatball

nice  afternoon

valse triste

d(kiss, swan) = o(d(kiss,nice) + d(swan,nice))

FIGURE 3 A vague term will be close to concrete terms
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23.6 More meaningful models?

In conclusion, distributional models in general, and vedpace models
specifically, risk having their usefulness overshadowedobgrly simple

metaphors of use which constrain the amount of informatidraeted from

the raw occurrence data upon which they are built. To betteommodate
some of the features of the model or to investigate extendiedlation bases
of the model, higher-order data could be included — e.g. mesof the di-

rections indicated above. By ridding the vector space mfsdei the simple

distance metaphor it is delivered with it will lose one of st appealing
qualities — that of pandering to our intuitions — but prorsisggain in expli-

catory power.

23.7 Acknowledgments

The argument above has as its starting points discussiotiis Magnus
Sahlgren, Pentti Kanerva, and Henrik Hallsten. Severalaldé points on
meaning and its representation are elaborately addressBwinic Wid-

dows in a recent and lucid exposé (2005).
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Word Senses
KRISTER LINDEN

How many angels can dance on the point of a very fine needle,
without jostling one another?
— Isaac D’Israeli (1766-1848)

What is the meaning of a word? Unless one believes that wecanevtith
an innate set of meanings waiting to find their correspondipession in
language, another option is that we learn the meaning of d imppbserving
how it is used by the language community we are born in. Soragassfind
their way into dictionaries and become established wordeserin order to
understand what constitutes a word sense, we can look atitbeaclexicog-
raphers use when they decide that a word usage is a word sahsecard it
in a dictionary for future generations.

24.1 Language Philosophy

From a machine learning point of view Wittgenstein's sugiges(\Wittgen-
stein, 1953) thatthe meaning of a word is its use in the languageunds
plausible, because there is nothing else for a machine terebsThis view
of meaning was made more specific by Harris, when he propbs¢avbrds
with similar syntactic usage have similar meaning (Hadrg54, 1968).

Even if we accept that thpotentialusage of words is unlimited, we are
mainly interested imeal usage when we learn to identify similarities or dif-
ferences of word meaning. The real usage is prone to fluonmt&nd id-
iosyncracies, viz. usage preferences, of different laggu@mmmunities. A
language community is any group of individuals who commatgc Some
usage preferences become recognized by most communitesiofuage, a
process known as lexicalization. Lexicalization progessdifferently in dif-
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ferent communities of a language giving rise to, e.g., Synm

The usage preferences as they manifest themselves in @ggsishar-
acterize similarity or difference of word meaning. If someaays “Shoot!”
when a bear is attacking, it is emotionally quite differeotfi the same com-
mand when a small bird is flying by, although both require saveaponry.
However, a reporter can shoot a question without extra eaqesih. For most
usages of a written word, we do not have access to the fuleggrdo there
may be essential differences in other aspects than thoke iext presented
to a computer. Indirectly, by observing other usages of wamdhe context,
it may still be possible for a computer to group the usageshobtin 'shoot
a bear’, 'shoot a bird’, and 'shoot a question’ into two mainups of shoot-
ing with and without weapons. Then we present the machinke ‘slitoot a
bullet’ and expect théullet to be more like aquestionthan abear, because
in fact the main division does not really depend on the prestimeapon,
but whether the direct object shootis animate or inanimate. We call this
distinction a semantic feature. A multiple-inheritancestaomy of such fea-
tures is a feature structure. The animate and inanimaiactsn is not fixed
for every word, but may lend itself to modification or undezsification as in
'shooting stars’. A machine making observations based amigedd amount
of samples of the real usage of a word in written text will eqdwith a
piecewise approximation of features such as animate amihirae.

24.2 Enumeration vs. Generation

The simplest way to create a dictionary of word senses is tionenate each
sense separately. If no further information is providedwlbmw the senses
are related, this representation requires each new sehsertanually added.
A more flexible representation is presented by Pustejovs899), a genera-
tive lexicon (GL), where the word senses are generateddrtie unification
of feature structures guided by an inheritance system oatgument, event
and qualia structures.

The GL is sometimes seen as a fundamentally different appriam
the idea of dictionaries or lexicons as a simple enumeratiomord senses,
because the theory on generative lexicons claims that thal&l accounts
for novel uses of words. Kilgarriff (2001) tested this clagm a set of corpus
words and found that most of the novel or non-standard usagesunlikely
to be accounted for by any GL, i.e., those usages that weraacounted for
in a regular dictionary. The main benefit of a large-scaléahary based on
the GL theory would be that similar distinctions would catesntly be made
throughout the dictionary for all words with similar or redd usages.

From a computer programming point of view, it is not partaly surpris-
ing that a lexicon program, i.e., a GL, is more flexible tharsa ¢f word
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descriptions, more consistent and more compact, but gguiaiinaginative.
In addition, as the GL grows, it is likely to be more unpredide and more
difficult to maintain. A GL comes with all the benefits and dtmgks of a
large computer program and as such it covers only the wordsenses it
has been either intentionally or unintentionally prograsdrto cover.

24.3 The Origin of Features

A more fundamental problem related to language learninghild language
acquisition is how we learn to associate meaning with so@ggiences or
words. We do not get closer to a solution for this problem lwdilng a word
into semantic features, because then we have to ask whefiestioees come
from or how they become primitives of the lexicon.

Interesting research on how meaning is associated withdssequences
has been done by Kaplan (2001) in his simulation of a roboegspcom-
municating about positions of several colored figures, Ciecles, triangles
and squares, on a white board using a Wittgensteinian lajgggame. He
was able to demonstrate that, when several stable langoagaunities had
evolved, synonymy arose. When the communities were in sifonaterac-
tion, the communities kept their own words for the conceptsaere able to
understand other variants. By inspecting the robots hedctedermine that
they had words for colors, shapes and relative positions.rébot simula-
tions indicate that with suitable and not too complicateddels, language
can be learned from scratch in a language community infecaetith the
external world.

Research by (one of Harris’ students) Gleitman (1990, 2662hild lan-
guage acquisition indicate that children learn nouns witermal references
before they learn verbs and then start distinguishing bertveifferent argu-
ment structures of the verbs. Her research supports thengssm that the
meaning of verbs is tightly tied to their argument structdree child lan-
guage research gives some psychological relevance to trepf@ioach indi-
cating that a GL is not merely a way of compressing the lexa®scription.

If we accept that features and the meaning of features camdeed
through language usage in a language community, a fule<galfor some
application would be an interesting effort both as a coitecof linguistic
knowledge and as a benchmark for future automatically iadumcabular-
ies. It is quite likely that for some time to come high-perfing computa-
tional lexicons will be partly hand-made with a generatieenponent and
a trainable preference mechanisi well-designed linguistically motivated

10n a parallel note, we quote Kohonen’s personal comment srséif-organizing maps:
“Once it has been shown that a map always organizes regawafié®w random the initial state
is, there is no need to show this every time. It is quite aa®@ptto speed things up by starting
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GL with a trainable preference learning mechanism might bead candi-
date for how to organize a word sense lexicon. There is nofeeecomputer
to always learn the lexicon from scratch, despite the faatttthis seems to be
the way nature does it.

24.4 Recording Word Senses

New words and concepts arise at a steady pace and old woroisibessoci-
ated with new meanings, especially in technology and biotelmgy which
are currently the focus of intense research efforts. Inettaesas specialized
efforts like named entity recognition aim at identifyingetmeaning of new
terms in the form of abbreviations, nouns and compound nbyihgoking at
their context. These entities are typically classified imanes, dates, places,
organizations, etc. Named entities and word senses rejitesedifferent as-
pects of the same problem. Named entities are usually newigusly unseen
items that acquire their first word sense, whereas word séissevery and
disambiguation typically have assumed that words haveast lsvo mean-
ings or word senses in order to be interesting. It is, howdNealy that the
mechanism or process that attaches the first word sensertogisthe same
as the one that later attaches additional meanings or wosgsdo the same
string either by coincidence, i.e., homonymy, or by modifysome existing
meaning, i.e., polysemy.

Other work on this theme distinguishes different word senggen a word
gets different translations (Resnik and Yarowsky, 200@hatthe sense iden-
tification problem merges with finding appropriate trarislag. This anal-
ogy can be taken further, because finding the first word senge some
ways equivalent to finding the first translation, which isexsglly important
for cross-lingual information retrieval in the same ared®ere named entity
recognition is important. A method which significantly oetforms previ-
ously known comparable methods for finding translationsashed entities
in a cross-lingual setting has been proposed by the autimatéb, 2004, 2005
forthcoming).

As Kilgarriff (2003b) points out, automatically identifyg a word’s senses
has been a goal since the early days of computational litigelisut is not
one where there has been resounding success. He suggéeste thaderly-
ing problem may be unclarity as to what a word sense is (Kiifjat997).
A word might not have been seen in a context because it is roepéable
there, or it might not have been seen there simply becauseotipeis was
not big enough (Kilgarriff, 2003b). In the following, we Wiirst look at the
frequency aspect and then at the acceptability aspect.

from an educated guess.”
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24.4.1 Frequency Distribution

Where a lexicographer is confronted with a large quantitgarpus data for
a word, then, even if all of the examples are in the same arezeahing, it
becomes tempting to allocate the word more column inchesreord mean-
ings, the lexicographer Kilgarriff admits in (Kilgarrif2004) and considers
the wordsgenerousandpikeas examples:

Generousis a common word with meanings ranging from generous people
(who give lots of money) to generous helpings (large) to gauedispositions
(inclinations to be kind and helpful). There are no sharpesdgetween the
meanings, and they vary across a range. Given the frequdrtbye avord, it
seems appropriate to allocate more than one meaning, abafdte range of
dictionaries inspectedRikeis less common (190 BNC occurrences, as against
1144) but it must be assigned distinct meanings for fish arapase (and possi-
bly also for Northern English hill, and turnpike, dependorgdictionary size),
however rare any of these meanings might be, since they tdmenassimi-
lated as minor variants. Pike-style polysemy, with unasalite meanings, is
the kind that is modeled in this paper. Where there is gersesttle ambiguity,
one might expect less skewed distributions, since the dgxapher will only
create a distinct sense for the 'generous disposition’inggiflit is fairly com-
mon; if the lexicographer encounters only one or two ingtanthey will not.
Polysemy and frequency are entangled.

In the same article, Kilgarriff (2004) observes that the dwmnce of the
most common sense increases withthe frequency of the word. In addi-
tional corpus data, we find additional senses for words.eSammajority of
the words are monosemdusdinding additional senses for them dominates
the statistic. On the average, the proportion of the dontisanse therefore
increases witl simply because the proportion of the first sef{iges- 1) /n,
compared to that of the additional sensggp, increases wit. He proceeds
to demonstrate that the distribution of word senses roufgilgws a Zip-
fian power-law similar to the well-known type/token distriton (Baayen,
2001, Zipf, 1935). Kilgarriff uses the sense-tagged Semiaiabase (Mi-
halcea, 2004) for empirical figures on the proportion of theshcommon
sense for words at various frequencies, and compares theieshfigures
with the figures his model predicts when initialized with therd frequency
distribution from the British National Corpus (BNC) (Bumda 1995). The
fit between the SemCor and the predicted figures makes itvable that
word frequencies and word sense frequencies have roughilasidistribu-

2WordNet is an online lexical reference system whose designspired by current psy-
cholinguistic theories of human lexical memory. Englistums, verbs, adjectives and adverbs
are organized into synonym sets, each representing onelyindelexical concept. Different
relations link the synonym sets. WordNet contains appraséfy 126,000 monosemous words
with as many word senses, and 26,000 polysemous words widldG8vord senses (Miller et al.,
2003).
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tions and that we can expect the skew to become more prondordaigher
values ofn.

The conclusions we can draw from Kilgarriff (2004) are thalaege-
scale domain-independent word sense disambiguatiomsystieich always
chooses the most common sense out of two or more sensesyeiiltime
perform accurately in 66—77 % of the ambiguous cases basgrtaveighted
average of the SemCor figures, or even in 66—86 % of the casesdairg to
the figures predicted by the larger BNC corpus model. For-fiighuency
words, the ambition of a lexicographer to account for all sbeirce mate-
rial rather than for all the senses is a partial explanatwwhy some word
senses are difficult to disambiguate even for humans. If secses were
disregarded, the higher predicted proportions of the dantisense may in
fact be more valid for the high-frequency words. Another licggion of the
Zipfian distribution is that over time all words are likely &ppear in most
contexts with a very low probability, and in practice mostrd/senses will
never have been seen more than once in any specific context.

24.4.2 Acceptability in Context

As soon as we start limiting the acceptability of words irtaercontexts, we
begin losing creative language use. One possibility is lateethe contents
of a sentence to the world we live in, in order to estimate thegbility of
the sentence. However, this will complicate matters, bgeave then also
have to model the plausibility of events in the world. An appmation of
how objects and events of the world relate to one anotheroigiged by an
ontology. Unfortunately, there is yet no world-wide ontgycaround, but we
have fairly large thesauri.

The difference between a thesaurus and an ontology is tkafiotimer
deals with words and their relations observable in langusgeand the latter
deals with objects and their relations in the world we liveTia high-light the
distinction, we can consider the famous quote “Colorlegegrideas sleep
furiously” by Chomsky (1957). From a purely language usespective this
full sentence is unexpectedly likely occurring more thar0B,times on the
world-wide web. It is so common that it can be regarded asrdiic. From
an ontological perspective, the fact that it has been regdato idiomhood
by the world’s linguists does not make its content more plaesComposi-
tionally it still means little, but contextually it is a vepregnant construction.
However, people tend to speak and write more often aboujshhrey have or
would like to have experienced than they spend time prodyeni repeating
random sequences of words, so the language we can observmisyare-
flection of the relations between objects in the world. As aseguence, the
difference is not so wide between a thesaurus construated dbservations
of language use and an ontology constructed from obsengtibthe world.
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A bigger practical problem is that thesauri usually do nattam well-
defined word senses that we could use for plausibility judgseén an effort
to clarify the relation between words and their multiple miegs Kilgarriff
(2003a) tries to explain why thesauri do not really contagrdvsenses. The
first priority of authors of thesauri is to give coherent megrclusters, which
results in quite different analyses from those in dictiGe@srwhere the first
priority is to give a coherent analysis of a word in its diffat senses (Kil-
garriff and Yallop, 2000). From a practical point of viewwf wish to use
a thesaurus for a natural language processing (NLP) task, thwe view
the thesaurus as a classification of word senses, we haeeuctd a large
measure of hard-to-resolve ambiguity to our task (Kilggr2003a). For this
reason Kilgarriff claims that, even though Roget may havesitered his
thesaurus (Roget, 1987) a simple taxonomy of senses, itterlvéewed as a
multiple-inheritance taxonomy of words.

The direct consequence of Kilgarriff's argument is thatestiurus is per-
haps useful as a backbone for a generative lexicon, but agdiseievords in a
thesaurus are ambiguous. Kilgarriff's argument is easiemderstand if we
keep in mind that the meaning of a word is defined by the costiextvhich
it occurs. The real problem is that a meaning-cluster in aabrus seldom
includes the common contexts in which the words of the megoiuaster
occur. So what can we use a thesaurus for? Systems which thgdover
word senses, also classify words based on their contexniadimally co-
herent meaning-clusters, i.e., thesauri can serve as ¢elst for automatic
word sense discovery systems. The somber consequenceaafiifiis argu-
ment is that for NLP systems the words in a meaning-cluseirafact an
epiphenomench The valuable part is the context description by which the
words were grouped. The context description is a compaatitefi of the
meaning of the word cluster and this is the part that is uguma#de explicit
in a regular dictionary analyzing the senses of a word. Ihésdontext de-
scription that can be used for determining the acceptsgiofithe word sense
in various contexts.

24.5 Word Sense Dictionary Specification

If we use a generative lexicon to determine the acceptabilia word sense in
context and the lexicon provides hard constraints, we wil @p not covering
creative language use after all. We could, however, acdourmtreative lan-

3This is not to say that word sense and thesaurus discovestsetire futile. Word lists are
primarily intended for consumption by systems that are bkgpaf filling in the appropriate
context descriptions themselves, e.g., human beings. thatéssue in information retrieval (IR)
research is to devise strategies which cope with missingegbrT his may partially explain why
IR often seems to have more to offer thesaurus makers thathitbeway around, see (Sanderson,
2000).
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guage use by basing plausibility judgméhis observable language. Ideally,
a lexicon provides structure and soft constraints basedotext descriptions
giving more plausibility to more likely objects and events.

To summarize the discussion of the previous sections, weetaup a gen-
eral wish list of what a context description of a word sensaniideal lexicon
should contain, loosely based on the idea of a generatii@lexPustejovsky,
1998): part of speecltategoriesargument structuref arguments and ad-
juncts,event structurdor the argument structurgualia structuredescribing
an object, its parts, the purpose and the origin of the opijeteriexical re-
lations e.g., synonymy, antonymy, hyponymy, entailment, traiestaplau-
sibility estimateby providing all of the above with frequency or probability
informatior?.

An example of the plausibility information the lexical mddeeds to in-
corporate is given by Lapata and Brew (2004), where theyligighthe im-
portance of a good prior for lexical semantic tagging. Theg & prior distri-
bution for verb classes based on Levin (1993), and they mobtair priors di-
rectly from subcategorization evidence in a parsed but sdoadly untagged
corpus.

Another example is the prevalence ranking for word sensesrding to
domain, which should be included in the generative lexioaktup proce-
dure. The sense distributions of many words depend on thaitoi@iving
low probability to senses that are rare in a specific domaimjie a generic
resource such as WordNet to be tailored to the domain. Mb@attal. (2004)
present a method which calculates such prior distributoves word senses
from parsed but semantically untagged corpora.

24.6 Conclusion

In text we can observe word forms which through morpholdgicealysis
get a base form. A base form may have several meanings whigthter
form a lexeme. An explicitmeaning—base forrpair, i.e., a word sense, is
an artifact we cannot observe directly. We can only obsereelwsages.
The only evidence we have for a word sense is found in a diatiowia
the definitions and glosses provided by a lexicographertéite meaningful
groups of word usages.

4A plausibility judgment is at least a weak partial orderinigtiee relative plausibility of
statements.

5From a Bayesian statistics point of view we would have piiaguistic information com-
bined with the posterior information provided by corpusadd@efore we have seen any data,
our prior opinions about what the true relationships mightthn be expressed in a probability
distribution over the feature structure weights that defirgerelationships. After we look at the
corpus data (or after our lexicon is adapted to the data)redised opinions are captured by a
posterior distribution over the feature structure weights
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We have briefly described the criteria lexicographers usemthey de-
cide which word usages constitute a word sense. The facthkabulk of
all language use is a reflection of the world we live in, maka®e word
senses of a word dominant. Most previously unseen word ssagecreative
simply because they are unexpected or surprising at the Anmatural lan-
guage processing (NLP) system needs to recognize that e issagexpected.
However, the context in which the usage appears is what thé means and
should be recorded for future reference, e.qg., telephoses to be stationary
until the advent of mobile phones, so a sentence like “He edlkown the
street talking on the phone” was implausible 30 years agoistmow highly
likely and the walking-talking context has become part & theaning of a
telephone.

We have argued that word meaning is not discrete. Howevemteaning
of words is quantized into word senses in a dictionary. If wedha common
world view, we can refer to a sense inventory of an agreed widionary,
otherwise we can as well compare word contexts directly.
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Exploring Morphologically Analysed
Text Material
MIKKO LOUNELA

In text linguistics, it is possible to carry out research hyetully analysing a
small set of texts, sometimes just a few. For some examplbsdfind of text
analysis, see Heikkinen (2005). Such a methodologicalcehisi not easily
combined with the idea of using corpus-based methods anttitatave anal-
ysis as an essential part of research. In text linguistiosgver, the text type
constitutes an important research problem, and some warkéan done in
classifying texts according to their quantitative morpdgital and syntactic
characteristics. Such work has been going on for a few deczale, see e.g.
Biber (1988). For a related approach to Finnish texts, se&k®aen (2001).

In the Research Institute for the Languages of Finland (RIe are aim-
ing at a fruitful combination of quantitative morpho-syctia analysis and
deep text analysis based on Lexical Functional Grammarn_E& (2004).
This work includes providing a morpho-syntactic analysisdue form) of a
selected group of texts, and calculating a “morphologicejdirprint” of the
text group. One group of texts forms a text material, usuaflipoderate size
(consisting of fewer than 100 texts, with approximately D00 words). This
article focuses on the problems and choices in adding th@moesyntactic
annotation to the text material, and in defining intuitiveglilistic categories
such as part-of-speech, verb, finite verb, and tense usimiragomatic
word-level morpho-syntactic analysis.

The language of our texts is Finnish. The design of our melteis based
on the XML (1996-2004) language, using modified TEI (200020P4
structure. The morphological annotation is based on théysisgprovided

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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by FINTWOL (1995-2000), a morphological analyser devetbptLingsoft
(version 1998/03/02), based on the Two-level model intoediuby Kosken-
niemi (1983). An overview of FINTWOL's tag set is presentedintwol/tags
(2001). The morphological analysis goes through a carefntkhmade dis-
ambiguation and augmentation. Our model for text mateisadiescribed in
Lehtinen and Lounela (2004). The exploration of the textemal is carried
out using the Xquery (2000-2005) language.

25.1 Morphological Analysis and Text Structure

The FINTWOL morphological analyser provides each word ef thaterial
with morphological information. This information inclusiéehe base form
(lemma) of the word, and an unordered set of tags, expressorgholog-
ical features of the word. If the word can represent more treword-form,
FINTWOL will list all its possible readings. In the case ofrapound words,
the word-internal boundaries are marked in the lemma. AfFRWe use our
own pre-processor to enhance FINTWOL's capabilities ircpssing Finnish
abbreviations and numerical expressions.

The following illustrates FINTWOL analysis and the ambiguit may
produce. The Finnish word-foralustamassanay be interpreted either as a
compound noun it alustamassa (“platform mass”), or a thifohitive or a
deverbalised derivation of the veaktustag (“knead” or “format”):

"<alustamassa>"
"alusta#massa” N NOM SG
"alustaa” V INF3 INE
"alustaa” DV-MA INE SG

In order that the FINTWOL analysis would be usable in the Td&mat,
the information it gives has to be split and embedded in theLX&ment.
The element for a text word in TEI P4 definition is “w”, and itshauch
attributes as “lemma” for the base-form and “type” for thetp-speech
information. Following the Corpus Encoding Standard, CES (2000), we
have added an attribute, “msd”, to include the morpho-stittdescription in
the word element. The following (simplified) example shows/tthe Fintwol
analysis is embedded in XML-encoding:

<w lemma="alusta#massa" type="N" msd="NOM SG">alustamas sa</w>
<w lemma="alustaa" type="V" msd="INF3 INE">alustamassa< Iw>
<w lemma="alustaa" type="DV-MA" msd="INE SG">alustamass a</w>

The XML-type word elements are then disambiguated by hanty (he
most likely analysis is retained), and some informationcesning multi-
word features (e.g., perfect tense) is added. The wordeandricluded in the
general text structure, e.g., in text chapters, headefsnbis, etc. This type of
text material can be analysed quantitavely according tmagoho-syntactic
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features.

25.2 Quantitative Lexical Analysis

The morpho-syntactic fingerprint of a group of texts comssisainly of fig-
ures and frequency lists of the morpho-syntactic featuféiseowords in the
material. At present, the fingerprint that we have designeRILF consists
of four different parts: (1) the general part, (2) the verstt, (3) the nominal
part, and (4) the lexical part.

The general part includes information such as the averaggts of texts,
sentences and clauses, and the frequencies of punctuadiks,nlemmas,
and most common word-forms and parts-of-speech in the rahf€he nom-
inal part concerns words of the types “N” (noun), “A’ (adjee), “PRON”"
(pronoun) and “NUM” (numeral). It includes the frequencidsases, com-
paratives, numera, word-forms and lemmas as well as thedrezy lists of
the most common word-forms and parts-of-speech of the naisin the ma-
terial. The verbal part of the fingerprint includes the freqcies of features
such as voice, mood and tense as well as frequencies ofivdiforms, par-
ticiples and the most common verbal lemmas and word forms. |&kical
part of the fingerprint consists of frequency lists of the ho@snmon lemmas
and word-forms of each of the parts-of-speech (values dtyipe”-attribute)
in the material.

Some of these features can be obtained directly from the WQT anal-
ysis, while some of them require combining the FINTWOL tagsl én-
terpreting the combinations. In the remainder of this ktlowill consider
defining more or less problematic features such as panpeéeh, verb, fi-
nite verb and tense. A sample verbal fingerprint analysisahith the
xquery code used to produce it can be seen on the web site dF RIL
<http://lwww.kotus.fi/julkaisut/2005-ml-1/.

25.3 Part-of-speech

The transformation from FINTWOL to XML includes recognigithe part-
of-speech tag in the FINTWOL analysis. In the previous eXamthe most
obvious candidate is the first tag of the analysis, but thistalways the case.
In the following FINTWOL analysis of the word-forrkaavoittaja (“plan-
ner”), the obvious part-of-speech tag “N” (noun) is preaklyg the tag pro-
viding information about the derivation of the word-fornb{/-JA"):

"<kaavoittaja>"
"kaavoittaja” DV-JA N NOM SG

There are also FINTWOL analyses where no obvious part-eésip tag
is present, and those in which we have to choose between manedne
good candidate. In the last line of the first exampkigtamassp the best



262 /| MIKKO LOUNELA

candidate for the part-of-speech is in this particular dhsederivation tag
“DV-MA’, as other possibilities are in practice less appriage. More about
the part-of-speech problematics concerning current nagglical analysers
for Finnish can be found in Heikkinen and Lounela (forthcog)i
At RILF, we have developed a simple algorithm for automéiidanding

the best part-of-speech candidate in the FINTWOL analyigis. algorithm
divides the FINTWOL tags into four classes, of which we cleot® most
likely part-of-speech in the following manner.

1. If the analysis contains one or more of the tags “A’, “ABBRAD-A’,
“ADV”, “C”, “INTJ”, “N”, “NUM”", “PP”, “PREP”, “PRON", “PSP” ,
or “V”, choose the one that appears last in the tag sequence.

2. Ifthe analysis does not contain any of the tags mentiohedey choose
the last of “Q”, “PCP1", “PCP2", or “A/N".

3. Ifthe analysis does not contain any of the tags mentiobedey choose
the last tag indicating the derivative properties of the dgofany tag
beginning “D?-", where “?” denotes any character).

4. If none of the above applies, choose the first tag in theyaisal

This algorithm gives us the following list of part-of-spéetags, when
applied to a 20,000-word sample of material from the Finnislvspaper Aa-
mulehti after analysis by FINTWOL and without any subsedqukésambigua-
tion.

TAG PART-OF-SPEECH
UNKNOWN  Unrecognised word-form
A Adjective

A/N Adjective or noun

ABBR Abbreviation

AD-A Ad-adjective

ADV Adverb

C Conjunction

DV-MA Deverbal derivation with ending “ma”
FORGN Foreign word

INTJ Interjection

N Noun

NUM Numeral

PCP1 First participle

PCP2 Second patrticiple

PP Post- or preposition
PRON Pronoun

PSP Postposition

\Y Verb
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25.4 \erb

As the part-of-speech has its FINTWOL-based operatiorfaiitien, we can
start to define other linguistic features. Here, | will foaursthe verbs and the
morpho-syntactic properties that are closely relatedeaith

25.4.1 Verb

The definition of the verb itself might seem quite unproblémaince it is
a primary part-of-speech category, as seen earlier. Howewhen we take a
look at analyses of a few text samples, the picture changbhenVinalysing
verb chains, such as those containing negatignossut “[he/she/it] did not
run”, or the perfect tensen juossut“[he/shelit] has run”, we notice that the
number of the finite verb forms in the negative constructsiwio, while the
perfect construction has only one finite verb form, asjtlessutis defined
as a participle form in the construction. The infinitive fosmamme juosta
“[we] may run” consists, again, of two verbs. The analysegtie verb form
juossutin the example have been selected from the three altersagiven
by the FINTWOL analyser, the third interpretation being ajeative. The
analysis for the fornuostais selected from two analyses, the other possibility
being present negative passive. All the following examplitisbe manually
disambiguated:

<w lemma="ei" type="V" msd="NEGV SG3">ei</w>
<w lemma="juosta" type="V" msd="PAST ACT NEG SG">juossut< Iw>

<w lemma="olla" type="V" msd="COP PRES ACT SG3">on</w>
<w lemma="juosta" type="PCP2" msd="ACT POS NOM SG">juossu t</w>

<w lemma="saada" type="V" msd="PRES ACT PL1">saamme</w>

<w lemma="juosta" type="V" msd="INF1 NOM">juosta</w>

When counting verbs, we divide the verb category into twds@mantic
verbs and (2) grammatical verbs. The semantic verbs indle@articiple
forms of the temporal verb chains forming perfects and pligots, as well
as all the words of the type “V”, except for the auxiliariesle negative and
temporal verb constructions.

The grammatical verbs include the same set of words as thargem
verbs, with some exceptions. The infinitive verb forms (nedrivith “INF1”,
“INF2”, “INF3”, etc.) are excluded, and the auxiliary is seted from the
temporal chains. In the temporal chains, the participleahpart-of-speech
marker “PCP2”, so this can be achieved by just counting thetdgs, and
excluding the infinitives.

To make the operational definitions for all the possible ésng/e have to
mark the perfect and the pluperfect tenses in the materiakbxra attribute
(“function”) is added to the data model for this purpose.
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<w ... type="V" msd="COP PRES ACT SG3" function="P">on</w>
<w ... type="PCP2" msd="ACT POS NOM SG" function="P">juoss ut</w>

For the sake of consistency, it would probably be necessafyriction-
mark modal verb chains, such sgsamme juostésee above), but this is not
done at present.

25.4.2 Finite Verb and Tense

According to the latest authoritative and quite comprelvengrammar of
Finnish,1so Suomen Kielioppiby Hakulinen et al. (2005), a finite verb in
Finnish is a verb that is inflected in tense, mood and persofinife verb
functions as the nucleus of a clause. Identifying the fingebg is essential
for obtaining figures related to clauses, which we consiggy ¥mportant.
Mapping this definition of finiteness to FINTWOL analysishiswever, prob-
lematic, for at least two reasons.

Firstly, in the FINTWOL analysis the indicative mood is pided as the
default value for all verb forms. In order to follow the defiah given in
Hakulinen et al. (2005), we should know which verbs infleciminod, in
order to to be able to identify the finite verbs. This inforioatis, however,
not available.

Second, while the FINTWOL analysis does not include a tagp&rson
inflection in the negative verb forms, it includes one in tlegative auxil-
iaries in negative verb chains, egmme juoksé¢‘[we] do not run”), below.
This means that in negative forms finiteness is divided betwtbe seman-
tic verb and the negative auxiliary. Identifying it wouldgrére information
about word dependencies, but that kind of information isawvatlable in the
FINTWOL analysis:

<w lemma="ei" type="V" msd="NEGV PL1">emme</w>

<w lemma="juosta" type="V" msd="PRES ACT NEG">juokse</w>

At present, the fingerprint analysis defines finite verbs &t afssemantic
verbs, where the active or passive marker is present, wétimfinitive forms
excluded.

We use the number of finite verbs as an indicator of the numitEaonses
in the text materials. Concerning the problems and usesofythe of work,
see Heikkinen et al. (2000). The following senterié@ (uokse ja huudd'do
not run and shout”) is interpreted as having two finite veals| thus clauses,
even though it has only one word with inflection markings fergon, none
for tense, and three for mood:

<w lemma="ei" type="V" msd="NEGV IMPV ACT SG2">Ala</w>
<w lemma="juosta" type="V" msd="IMPV ACT NEG SG">juokse</ w>
<w lemma="ja" type="C" msd="COORD">ja</w>

<w lemma="huutaa" type="V" msd="IMPV ACT NEG SG">huuda</w >
<w lemma="." type="PUNCT" msd="FULLSTOP">.</w>
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Having all the above definitions, defining the tenses of thbvés quite
straightforward. We use the finite verbs as the base set adsmxpressing
temporal information of the texts. As the perfect and pligetrare explic-
ity marked, we can identify the tenses directly, using thMTRVOL tags
“PAST” and “PRES” combined with the information provided the func-
tion attribute.

25.5 Conclusion

In this article, | have presented proposals for operatideéhitions for some
linguistic categories for Finnish. The proposals are basetand-augmented
morphological analysis of Finnish texts, the analysis dgirovided by the
FINTWOL morphological analyser. The defined categoriesuithe part-of-
speech, verb, finite verb, and tense.

1. Part-of-speech marker can be selected from the FINTWQlyais as
being

(a) the last tag indicating primary word category (adjestiabbre-
viation, ad-adjective, adverb, conjunction, interjeatiooun, nu-
meral, post/preposition, pronoun, postposition, or verb)

(b) the last tag indicating secondary word category (qfiantfirst or
second patrticiple, or adjective/noun), if the above doeéspply,
or

(c) the last tag indicating derivative information, if noofehe above
applies, or

(d) the first tag of the analysis, if none of the above applies.

2. Asemantic verb is a word of part-of-speech “V”, with thenfgoral and
negative auxiliaries excluded, and with the participlenier(“PCP2")
of the perfective and pluperfective verb chains included.

3. A grammatical verb is a word of part-of-speech “V”, witketimfinitive
verb forms excluded.

4. Afinite verb is a semantic verb with voice, active ("ACTb, passive
(“PSS”), with the infinitive forms excluded.

5. The tenses are counted on the basis of finite verbs. Theensark
“PRES” and “PAST” indicate present and past tense, and dalpe
tribute (“function”, with values “P” for perfect and “PL” figpluperfect)
is added to words in the temporal verb chains to indicateesponding
tenses.

The overall process of giving functional morphological diifons to the
general grammatical categories raises some issues camg#ra design prin-
ciples of morphological analysers for the Finnish langualgking these
things into account would greatly enhance the usabilityuchsanalysers.
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First, the major linguistic categories, such as part-&egin, should be
consistently included in the analysis of each word. Secowd¢categories
should be left as the default, such as the indicative mood the present
FINTWOL analysis. The fundamental set may not be clear, vhiekes de-
ducing the set of the words with the default value hard, onemgossible.
Third, the ordering of the tags does matter. Tabular or XNillesrepresen-
tation of the analysis would help the user to identify thetdeas behind the
markers, and to see what information may be missing. Finallgomplete
documentation of all the categories and markers used byrthlyser is es-
sential for its scientific use.
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Information Structure and Minimal

Recursion Semantics
GRAHAM WILCOCK

26.1 Introduction

Comparing English and Finnish, and simplifying a complexevery much,
we can say that English has fixed word order and Finnish hasvfoed order.

Syntactic theories such as HPSG (Sag and Wasow, 1999) hawielgd rela-

tively successful descriptions of English, using a phrasegire approach to
capture generalizations about fixed word order. Softwaststeuch as LKB

(Copestake, 2000) have been developed and made freelglatedid provide
good support for implementing these descriptions.

Free word order in Finnish is described in depth by Vilkung8@), both
in terms of syntax and its discourse functions. Theorieb sicHPSG have
been much less successful in providing descriptions ofuaggs such as
Finnish, where discourse functions play a major role in wargter. One of the
problems in HPSG is that its account of information struetaind discourse
functions has not yet been sufficiently developed. This papedresses one
aspect of this issue, namely what kind of representatioppsapriate for in-
formation structure in HPSG. Another paper in this volunaki@den, 2005)
presents an implementation of Finnish discourse syntax iHRSG frame-
work using LKB.

Sections 26.2 and 26.3 describe two different approachesptesenting
information structure: a syntax-oriented approach whiabk been proposed

1An earlier version of this paper (Wilcock, 2001) was preedrit the 13th Nordic Confer-
ence on Computational Linguistics, Uppsala, 2001.

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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in HPSG, and a semantics-oriented approach which has bedrrua practi-
cal dialogue system. In both cases we note the problem aésepting focus
scope. Section 26.4 briefly compares the functional apprteen in Sys-
temic Functional Grammar.

Section 26.5 describes the Minimal Recursion SemanticsMiiepre-
sentation developed for HPSG, and shows how quantifier sisopandled
in MRS. Section 26.6 proposes a way to extend MRS to inclufierimation
structure. We raise the question whether focus scope caarm#dd in MRS
in a similar way to quantifier scope, and we show how a wideearfdocus
scope examples can be treated in the extended MRS reprigsenta

26.2 Information Structure: A Syntactic Approach

A representation for information structure in HPSG was psgal by Engdahl
and Vallduvi (1996). Arguing that information structureaiglistinct dimen-
sion, which should not be associated only with phonologly aith syntax,
or only with semantics, they propose that a feature INFO-8TR should
be located within the CONTEXTfeature in the HPSG framework, rather
than in CATEGORY (syntax) or CONTENT (semantics). INFO-ST&T
includes FOCUS and GROUND, the latter including LINK and Al

However, the specific representation which they use is syinteLINK
and FOCUS are equated with the syntactic constituents (N&P¥RBs) which
realize the topic concept and the focus information. As tiragry concern of
Engdahl and Vallduvi (1996) is with informatigrackaging this has the ad-
vantage of facilitating the description of the realizatafrinformation struc-
ture (by intonation in English, by word order in Catalan)t lithas the ma-
jor disadvantage that the packaging is only indirectly tethe information
which is packaged, which is itself part of the semantic conte a footnote,
Engdahl and Vallduvi themselves suggest that it would besrappropriate
for the value of INFO-STRUCT to be structure-shared with@@NTENT
information.

26.2.1 Focus Scope in a Syntactic Approach

This syntax-based representation of information strectmables the distinc-
tion between narrow focus and wide focus to be representegiddhl and
Vallduvi give the exampl&he president hates the Delft china sétich can
be interpreted either with narrow focus on the object nouragd (26.1) or
with wide focus on the whole verb phrase (26.2).

(26.1) The president hates [F the Delft china set].
(26.2) The president [F hates the Delft china set].

2There are a number of issues concerning the role of the CONTEture in HPSG. Some
of them are discussed by Wilcock (1999).
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To represent these alternatives, the value of FOCUS at higbaes (S
and VP) is equated with the smaller syntactic constitudrg @bject NP) to
represent the narrow focus reading, or with the larger syict@onstituent
(the whole VP) to represent the wide focus reading, as shognexbmples
(17) and (18) of Engdahl and Vallduvi (1996).

This would be an elegant way to capture the narrow and widesfoead-
ings. However, there are a number of cases where infornatpamtitioning
does not correspond to syntactic constituency. Among thengles given by
Engdahl & Vallduvi are subject-verb focus (26.3) and compbeus (26.4):

(26.3) What happened to the china set? [F The BUTLER BROK&FE#t.

(26.4) Who did your friends introduce to whom?
Johnintroduced BILL to SUE, and/like introduced ...

To handle these examples, Engdahl & Vallduvi change thesepitation
so that set values will be used: the value of FOCUS will not biegle syntac-
tic constituent which exactly spans the focus scope, buttzrwise arbitrary
set of syntactic constituents which together make up trevasit sequence of
words. The representation thereby loses its initial elegawith this change,
Examples 26.1 and 26.2 will have a singleton set value for B&Gand set
values will also be used for LINK and TAIL.

26.2.2 HPSGvs. CCG

Despite adopting a syntax-oriented representation, Hrigaled Vallduvi
(1996) argue that information structure is a distinct disien, and locate
INFO-STRUCT in the HPSG CONTEXT feature.

Steedman (1991) argues that there is a systematic cormspon be-
tween information structure, intonation and syntacticstibmency, and it is
a strength of Combinatory Categorial Grammar (CCG) thatlawes suit-
able syntactic constituents which support this correspone? Engdahl and
Vallduvi (1996) argue that there is no such correspondeeivedzn informa-
tion structure and syntactic constituency, and that it isength of HPSG’s
multidimensional representation that we are not forcedsgume any such
correspondence. Both approaches could be said to overasisphhe role of
syntax, in an area where semantics and pragmatics shouldteecantral.

26.3 Information Structure: A Semantic Approach

We now examine a different approach to information strugtirased on
the practical requirements of dialogue modelling in roldiatogue system
projects. These requirements appear to support a clogebditween the in-
formation structure representation and the semantic septation. Dialogue

3Related problems in using HPSG for incremental generatiompared with CCG, are dis-
cussed by Wilcock (1998).
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responses need to be generated from the semantic inform@tid and new
discourse referents need to be distinguished, and reteaemtusually identi-
fied by indices in the semantic representation. In additiopic continuities
and topic shifts need to be tracked, and the topics are atstifiied by se-
mantic indices, even when a topic is some kind of event.

As an example of this approach we take the dialogue modeitarge-
work used in PLUS (Pragmatics-based Language Unders@g&listem),
described by Jokinen (1994). In PLUS, the semantic reptaten consists
of flat quasi-logical forms with simple indices for discoeineferents. The
dialogue manager component takes account of informationtste and de-
cides what semantic representations to supply to the gemedakinen de-
fines Topic as a distinguished discourse entity which is talked abaud, a
which is an instantiated World Model concelewInfo is a concept or prop-
erty value which isnewwith respect to some Topic. The representation for
both is based directly on the semantic representationndalgives an exam-
ple from PLUS (Topics are in italics, NewlInfo bold-faced):

(26.5) Userl need a car
System: Do you want tbuy or rent one?
User:Rent. (topic: car)
SystemWhere? (topic:rent)
User: InBolton. (topic:rent)

Jokinen (1994) explains that in the first system contribuiio (26.5),
Newlnfo is the disjunction 'buy or rent’, which has the reggatation:

(26.6) Goal: know(s,[wantEvent(w,u,d),disj(d,b,r),
buyEvent(b,u,c, ),hireEvent(r,u,c,_),car(c),usdj(u)
Newlnfo: disj(d,b,r)

Compared with the syntax-oriented representation of médion struc-
ture, this semantics-oriented representation appea@vthe advantage of
facilitating topic tracking and distinguishing old and nesferents, due to the
direct use of semantic indices (ccar, r = rent, etc.). Further examples of
its use in practical dialogue modelling are described byinik (1994). In
the PLUS system, a pragmatics-based Dialogue Managecikpfanages
information structure. Response planning in the Dialogumndger always
starts from Newlnfo, adding other content (such as Centoalc€pt linking)
only when necessary. This gives rise to natural, ellipticeiface generation.
This approach to generation from NewlInfo has been develépeler by
Jokinen et al. (1998) and Jokinen and Wilcock (2003).
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26.3.1 Focus Scope in a Semantic Approach

Central Concept (topic) and NewInfo (focus) are represtnseng QLFs with
explicit indices for discourse referents. This faciligtistinguishing old and
new information, but the QLF lacks explicit representatiéscope. It would
be useful to be able to represent focus scope (“narrow foand™wide fo-
cus”), and also to be able to represent quantifier scope. i will be
addressed in Section 26.6.

Example 26.6 shows an interesting “disjunctive focus”, kettbe disjunc-
tion itself is reified and has its own semantic index. Althbagany examples
of narrow and wide focus can be elegantly represented inlthkSRipproach,
simply by NewInfo taking the appropriate index value, otagamples can-
not be represented by a single semantic indelxateshas semantic index h,
the wide VP focus reading in (26.2) would need NewInfo to béhboand
s. It is not possible to unify these indices, because thengavent (h) and
the china set (s) are ontologically distinct items. The dasion is that the
value of Newlnfo should be setof indices, giving representations like those
sketched in (26.7) (narrow NP focus) and (26.8) (wide VP &)cu

(26.7) Semantics: hateEvent(h,p,s),president(p),3¢léhina(s),set(s)
Newlnfo: {s}

(26.8) Semantics: hateEvent(h,p,s),president(p),3¢léhina(s),set(s)
Newlnfo: {h,s}

This need for set-valued features, using sets of semarticas to repre-
sent focus scope, is analogous to the need for set-valuaddsausing sets
of syntactic categories, in the approach of Section 26.2.

26.4 Information Structure: A Functional Approach

In Sections 26.2 and 26.3 we described a syntax-orientetbapip and a
semantics-oriented approach, but our aim is to move towardiscourse-
oriented approach to information structure, in which ifgresentation should
not be too closely tied to either syntax or semantics. Thilbag been a
fundamental assumption in functionally-oriented framekgo

For example, Teich (1998) illustrates how focus scope iglleghin Sys-
temic Functional Grammar. In tHenction structuresn (26.9) and (26.10)
there is a syntax-oriented layer (Subject-Finite-Objecgemantics-oriented
layer (Actor-Process-Goal), atdo further layers of discourse-oriented in-
formation.
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Actor | Process Goal
Theme Rheme
(26.9)| Given New
Subject| Finite | Object
Fred ate the beans
Actor | Process Goal
Theme Rheme
(26.10) Given New
Subject| Finite Object
Fred ate the beans|

26.5 Minimal Recursion Semantics

The kind of flat quasi-logical form (QLF) used in PLUS has tieadvantage
that it lacks an adequate treatment of quantifier scope.rmviihRecursion
Semantics (MRS), developed by Copestake et al. (1997) inlB®&G frame-
work, is a flat indexed quasi-logical form like the one useBltJS, but MRS
provides a solution to the treatment of quantifier scope.

Both MRS and the indexed QLF of PLUS were motivated by the seéd
machine translation, where “flat” representations areqoretl over strongly
head-driven representations, as the head in one languageoteorrespond
to the head in another language. Like the QLF, MRS dependeenge of
indices to represent dependencies between the terms itftistfiBefore the
development of MRS, HPSG used indices only for entities pétyominal_-
object to assign them to semantic roles as participanssdtes of affairand
to carry agreement features. In MRS, indices are also ugeelémts, as in
the QLF.

One difference between MRS and the QLF is that MRS uses tygadrie
structures instead of ordinary logical terms. Each elernmethe list of seman-
tic terms is an HPSG typed feature structure of tygdation. This facilitates
the integration of MRS into HPSG.

26.5.1 Quantifier Scope in MRS

Another difference, which makes MRS a significant improvetrever the
QLF, is that MRS supports the representation of quantifiepeceither fully
resolved or underspecified. This is done by includivandleswhich label
each term in the list. (As a musical joke about semaotimposition the
handle feature is named HANDEL and the list feature is nam&¥T by
Copestake et al. (1997)).

Scope can be represented by means of the handles, whileamaigtthe
flat list representation, without the nesting required wbparators are used
to represent scope. The handles are unified with the roleraagts of other
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relations. This technique not only enables recursive emlibgdo be simu-
lated, but also allows quantifier scope to be either fullyohesd or under-
specified. We give an example from Copestake et al. (199yubkeir linear
notation to save space. The unscoped representateweof dog chased some
catis:

(26.11) 1:every,3,n), 3:dogk), 7:catf), 5:somey,7,m), 4:chasef x,y)
top handlep

Here 1, 3, 4, 5, 7 are handles amin andp are variables over handles.
This unscoped representation can be further instantiatgd/é scoped rep-
resentations by unifying, n andp with the appropriate handles:

(26.12) 1:every,3,4), 3:dogx), 7:catf), 5:somey,7,1), 4:chase&(x,y)
top handle: 5 (wide scopmé

(26.13) 1:every,3,5), 3:dogx), 7:catf), 5:somey,7,4), 4:.chase(x,y)
top handle: 1 (wide scopevery

The top handle allows the clause to be embedded in a longerssn In
the scoped representations, it is unified with the widegpadauantifier.

26.6 Information Structure and MRS

If information structure is a distinct dimension, as argliydEngdahl and
Vallduvi (1996), its representation should not be too diosied to either
syntax or semantics. However, we noted that the semantiested approach
had advantages in topic-tracking and distinguishing old aew referents
due to its direct use of semantic indices. A representationge in practical
dialogue systems, while not directly tied to either syntagemantics, should
nevertheless be relatively close to the semantic infolonate therefore take
the MRS representation as a starting point for a representatinformation
structure in HPSG, but follow Engdahl and Vallduvi (1996lpcating INFO-
STRUCT in CONTEXT.

To avoid confusion, we also follow Engdahl & Vallduvi's fea¢ termi-
nology: INFO-STRUCT includes FOCUS and GROUND, and GROURND i
cludes LINK and TAIL. However, the values of FOCUS, LINK andlT
will not be syntactic constituents, they will be variableeohandles. These
variables will be unified with particular handles in the seties in order
to represent specific focus scopings and topic interpogtstiAn advantage
of handles is that they can be unified with each other withawtying that
semantic entities lose their distinct identities. Thisesithe unresolved ques-
tion whether focus scope can be handled in MRS in a similartarguantifier
scope. However, we will follow the earlier approaches arelset values. In
our representation, these will be sets of handles.

We start by adding information structure to the MRS quamtdi@mple of
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Copestake et al. (1997yery dog chased some cHtwe assume a context
(perhapsvhat did every dog chasgih which every dogs interpreted as link,
andsome cahas narrow focus, we can use a representation such as:

(26.14) 1:every,3,4), 3:dogx), 7:catf), 5:somey,7,1), 4:chase&(x,y)
TOP-HANDLE:5, LINK:{1}, TAIL:{4}, FOCUS:{5}

By contrast, if we assume a context (perhapet did every dog dgin
which there is wide focus acroshased some catve need to include handles
4 and 5 in the value of FOCUS, giving:

(26.15) 1:every,3,5), 3:dogx), 7:catf), 5:somey,7,4), 4:chas&(x,y)
TOP-HANDLE:1, LINK:{1}, FOCUS:{4,5}

26.6.1 Focus Scope in MRS

We now sketch new MRS-based representations of some of drap&s of
Engdahl and Vallduvi (1996). The alternative focus scopelirgs of exam-
ples (26.1) and (26.2) can be represented by (26.16) antiqR26.

(26.16) 1:thex,2), 2:presidenk), 3:thef,4), 4:chinay), 4:sety),
5:hateéx,y)
TOP-HANDLE:5, LINK:{1}, TAIL:{5}, FOCUS:{3} (narrow focu s)
(26.17) 1:thex,2), 2:presideny), 3:thef,4), 4:chinay), 4:setg),
5:hateéx,y)
TOP-HANDLE:5, LINK:{1}, FOCUS:{3,5} (wide focus)

Example (21) of Engdahl and Vallduvi (1996 e presidenfr HATES]
the Delft china setis straightforward:
(26.18) 1:thex,2), 2:presidenk), 3:thef,4), 4:chinay), 4:sety),
5:hateéx,y)
TOP-HANDLE:5, LINK:{1}, TAIL:{3}, FOCUS:{5}
The more problematic subject-verb focus in example (2¢E3JheBUT-
LER BROKE]the setcan be represented in MRS by:
(26.19) 1:thex,2), 2:butlerk), 3:thef,4), 4:sety), 5:breaké,x,y)
TOP-HANDLE:5, TAIL:{3}, FOCUS:{1,5}
The complex focus in example (26.4) can be represented in &4RBown
in (26.20), using the NAME relation of Copestake et al. (1997

(26.20) 1:NAME,John), 2:NAMEY,BIll), 3:NAME(zSue),
5:introduceéx,y,z)
TOP-HANDLE:5, LINK:{1}, TAIL:{5}, FOCUS:{2,3}

Finally example 26.21 shows one possible MRS-based raptegge for
the PLUS disjunctive focus example in (26.Bp you want tdbuy or rent
one?
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(26.21) 1:wantfy,u,2) 2:0r(3,4) 3:buw,u,c) 4:rentf,u,c) 5:carg), 6:userq)
TOP-HANDLE:1, LINK:{1}, TAIL:{5}, FOCUS:{2}

26.7 Conclusion

We have compared two different approaches to represemiiogmation
structure: a syntax-oriented approach proposed in HPS&G aasemantics-
oriented approach used in a practical dialogue system.tmdases we noted
that the problem of representing focus scope requires theiiset-valued
features.

We noted that the Minimal Recursion Semantics (MRS) reptasen
used for HPSG can represent quantifier scope using handegrdposed
in Section 26.6 a way to extend MRS to include informationare. This
raises the unresolved question whether focus scope cannoéedan MRS
in a similar way to quantifier scope. Using a simpler, setigdlapproach we
showed how narrow focus, wide focus, subject-verb focusyatex focus and
disjunctive focus can be treated in this extended MRS reptation.
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Developing a Dialogue System that

Interacts with a User in Estonian
HALDUR OiM AND MARE KOIT

27.1 Introduction

There are many spoken dialogue applications in differemjlages avail-
able in the world: flight reservation systems worked out inAU&thin the
DARPA programme, flight and train schedule systems develap&urope
within the SUNDIAL programme, the Verbmobil meeting agregrnsystem
in Germany, a help desk and bus schedule system develogd&d thie Inter-
act project in Finland, etc (McTear 2004).

No such system is available for Estonian so far. The anabfsactual
human-human dialogues is needed in order to find out thentardd univer-
sal norms and rules that are typically used in particulaglage and culture.
To get the empirical material, we are collecting Estoniaokenm dialogues.
The Estonian Dialogue Corpus (EDIC) presently includesualb00 spoken
human-human dialogues. A typology of dialogue acts has beeked out
and is used for annotating the corpus (Hennoste, Raabis B#ydssimenko
et al. 2004, Hennoste et. al. 2003). The typology is basederconversa-
tion analysis (CA) approach. Dialogue acts are divided into big groups
(1) acts that form adjacency pairs (AP) where the first paytires a certain
second part (e.g. questions and answers) and (2) non-AReagtsacknowl-
edgement).

In this paper, we shall analyse calls for information to find methods
and ways used by people for ordering and giving informatiord to model
them in a DS. Let us call these methods communicative siestédf. Jokinen
1996).

Inquiries into Words, Constraints and Contexts
Antti Arppe et al. (Eds.)
Copyright(© 2005, by individual authors.
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27.2 Dialogue System as Conversation Agent

A conver§ation agent is a program that consists of six @atérg) modules
(cf. Koit, Oim 1998):

DS = {PL, TS,DM, INT, GEN, LP},

where PL — planner, TS — task solver, DM — dialogue managér,hhter-
preter, GEN — generator, LP —linguistic processor. PL dér&ee work of both
DM and TS, whereby DM controls the communication processléhdolves
domain-related tasks. The task of INT is to make the semantitysis of a
partner’s utterances and that of GEN is to generate senm@&ptiesentations
of agent’s own contributions. LP carries out linguistic lgs&s and genera-
tion. The conversation agent uses a knowledge base KB inatk.\vin our
model, the KB consists of four components: KB(KBy, KB, KBp, KB4),
where KBy contains world knowledge, KB linguistic knowledge, KB
knowledge about dialogue and KBknowledge about interacting agents.
KBa has two parts: the knowledge of DS about itself and a partroatem
— the knowledge about a 'standard’ user. A necessary préemmaf for
communication is existence of shared knowledge of intergetgents (e.g. a
common picture of the world, a common language of interagtio

27.2.1 Frames of Dialogue Acts

The DS must be able to recognize a user’s acts and generatentsespond-
ing acts. The full processing cycle of a dialogue act pair lmamepresented
as follows:

speech recognitios> text analysis= task solving=

text generatior= speech synthesis
The communicating agents exchange acts that express tiads. S as a co-
operative partner must take over the user’s goal (in our,¢hegoal is to get
information) and try to fulfil it. Therefore, the dialoguedwledge KB, of a
DS must include descriptions of dialogue acts that make sside to infer
user’s goals. Dialogue acts can be represented as framieg ltla® slots SET-
TING, GOAL, PLOT and CONSEQUENCE (cf. Saluveer, Oim 198%eT
slot SETTING gives preconditions of the dialogue act, idahg the author’s
beliefs about the addressee (as a part of the partner mbdeban be true or
false. An unexpected reaction by the partner signals thatiaftvas wrong.
For example, a user asks for a bus timetable supposing th&$hknows it
but actually the data base includes only flight informatiéthe SETTING
is not satisfied then the speaker initiates a subdialogués-aspecifying
question or initiates a repair.
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Let us consider the frame of ‘closed yes/no questidtiie idea is taken
from Saluveer, Oim 1985; cf. Bunt 1999; Jurafsky, Martin @D he follow-
ing notations are used: S speaker (author of the act), H h@addressee), p
proposition (true or false, e.@his is a direct bus Both the user and the DS
perform the roles of S and H alternately.

QUF:CLOSED_YES/NO
SETTING:
S has a wish to know whether p (or not-p)
S believes that H knows whether p
GOAL: H knows that S has a wish to know whether p
PLOT: S informs H that S has a wish to know whether p
CONSEQUENCE: H knows that S has a wish to know
whether p

Example: Is this a direct bus?

27.2.2 User Model

For a dialogue system, a user (client, C) is a conversatientdige itself. In
its work, DS supposes that C has analogous six processinglesoand four
knowledge bases as the DS itself, and that the intersectiite knowledge
bases with those of the user is not empty (otherwise, thesictien would be
impossible).

Let us consider the KBcomponent of the knowledge base. It includes the
knowledge of DS (1) about itself, and (2) about a ‘standaliént — his/her
beliefs, desires, intentions, and algorithms that are tsgénerate plans. In
the case of information dialogues, a client’s beliefs, @esand intentions are
related to ordering and getting some information. Whenragkiquestion, C
believes that DS has the needed information, and his/hentioh is to get
this information. When analysing a question, DS recogn®@sdeliefs and
intention, and tries to satisfy his/her goal, i.e. to previdm/her the asked
information. Therefore, a BDI model which operates with ratgebeliefs,
desires and intentions can be implemented here (cf. All@51Boit, Oim
1998; Koit, Oim 2004).

Every question or directive sets up a (new) goal that is reééha re-
quested answer is received. If C’s goals are unsatisfied (alfee got an an-
swer, then (s)he initiates a clarification subdialogueirais new, specifying
question. The dialogue manager must keep accounts of G&fahd goals.
A suitable data structure is a stack. Every question/dire¢the first part of

1Frame names (equal to dialogue act tokens in our typologyabdglie acts) are originally
in Estonian. Every token consists of two parts separateddnja: the first two letters form an
abbreviation of the act group name (e.g. QU = question). fiiné ketter is only used for AP acts:
the first (F) or the second (S) part of an AP act. The secondpartoken is the full name of the
act.
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an AP) adds a new goal (subgoal) into the stack, and everyarms\vulfilling
a directive (the second part of the AP) may delete the uppalr go

27.3 Information-Sharing Strategies in Estonian Spoken
Dialogues

27.3.1 Overview of Empirical Material

20 institutional dialogues (calls for information) wereosken from EDIC
where a client (C) orders information and an informationviter (P) pro-

vides them. The calls are short — the average length of aglialts 13 ut-
terances. The total number of utterances is 275 and the nuofilbeords —

about 1,000. A typical call consists of three parts: a cotiveal beginning,
main information part, and a conventional ending. The Kavfithe informa-

tion part is a question — answer (or directive — grant) AP: estjon is asked
(or a request made) and an answer (or grant) is obtaineltj.sstildialogues
can occur after a question and/or answer: an adjustingfgjmerquestion is
asked and answered, or a repair for solving a communicatavigm is initi-

ated and performed. The kernel can be repeated; more thagueséon can
be asked and answered. In the analysed dialogues, C askgtfona number
in most cases (Table 1).

Table 1.What is being asked for

Client’s goal Number of dialogues

Phone number 16
Bus time 2
Film in cinema 1
Start of street 1
Address 1

Typically, C has only one goal (17 dialogues from 20), e.goltain a
phone number. The goal is reached after the answer is reeind then the
conversation can be finished.

In the remaining 3 dialogues, C has more than one goal. In thedi
them, C asks for the phone number of one travel bureau andfteother.
These two goals can be considered as subgoals of a general gomke a
trip (but it is beyond this dialogue). In the second dialggDesimilarly asks
two questions, both of which are about a bus departure timgp&sedly, C
intends to take a bus. In the third dialogue, C’s first fourgioms (which film,
the start time today evening and tomorrow morning, the mieeticket) point
to his/her intention to go to the cinema. The last questiorcems a phone
number and is not connected with going to the cinema.
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27.3.2 Dialogue Acts that Set Up Goals

All of the analysed dialogues have a standard beginning-p&tresponds
the call by saying the name of the company (Estmar informatiofy), intro-
ducing himself/herself (e.d-eenu is hearingand greetinggood morning.
Typically, C responds to the greeting and immediately retpimformation.
Every question or request sets up a goal. In a cooperatiwecsation, P will
share C’s goal and assist C in reaching it.

A limited number of dialogue acts are used to express the(Jaale 2):
request (e.ggive me the teachers room of the Karlova schoah indirect
speech act which we call open yes/no questicou(d you tell me the de-
parture time of the bus to Tallinpor alternative questionshere does the
Aleksandri Street begin—at the town centre or at the othd).edn advance
note sometimes precedes a requésiafe a questiopy or an additional in-
formation follows (the ticket office of the theatre Vanemuine,] such a place
where tickets can be bought, pleasgome new goals are set up in such cases
where P is not able to fulfill the request and offers substituinformation
(e.g. a phone number where C can get information).

In many dialogues, C starts his/her request with a cue phvagsh pre-
cisely determines the following dialogue act: a requéstanted to knowy
open yes/no questioed@uld you tell mg Such phrases provide good features
for automatic recognition of the dialogue act type (pradoeatalysis) and its
meaning (semantic analysis).

P does not always succeed in giving a sufficient answer in rtla¢ysed
dialogues. C obtains the requested information only in biihe cases, and
substituting information in seven dialogues. (S)he doegrbany informa-
tion in three dialogues (e.g. the requested phone numbessng in the data
base), therefore his/her goal will not be reached.

Table 2. Dialogue acts used by clients

2The examples are translated from Estonian.
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: ! : Number
Client’s dialogue act Typical phrases
g ypiealp of cases
request I'd like to know, 13
please
open yes/no question could you tell, 6
peny q is it possible to know
accept of an offer/request - 4
advance note + open yes/no/ ! have_ such a
. . guestion, 2
alternative question .
one more question
wh-question please tell me 1
request + additional information - 1

27.3.3 Communicative Strategies Used by Client

Calls for information form a simple dialogue type where thierd has only
one certain question in most cases. We found 27 questiou®sts of C in
analysed 20 dialogues.

P recognized C’s goal immediately in 16 cases (Table 3) atherepro-
vided the requested information or informed C that it wassiig. The infor-
mation part of a dialogue consists of one adjacency pairalbdue acts. In
the remaining cases, C did not formulate his/her questienipely enough,
and a subdialogue was started in the ensuing process. Tiaanof a sub-
dialogue is either P or C. In one dialogue, C reformulated&igiest three
times, and in another dialogue, specified the answels({fnear the depart-
ment storeP: Farther away, to the Lille hillC: Is Lille the street which goes
from the department storg?

Table 3.How a client orders information

Strategy Number of re-

guests/questions
Request/question that does not need adjusting 16
Request/question that needs adjusting
(a) client initiates adjusting 5
(b) information provider initiates
adjusting

Request/question that needs reformulation 2
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27.3.4 Communicative Strategies Used by the Information Riwvider

In a typical case, P gives the asked information either imately or after
adjusting (in 20 cases out of 27). If the requested inforomas missing then
P either offers substituting information, or behaving remoperatively, does
not offer anything (Table 4).

Table 4.How an information provider gives information

Strategy Number of answers
The needed information exists and is

. . . 12
provided immediately
The needed information exists and is
provided after adjusting initiated by 5

the client

The needed information exists and is
provided after adjusting initiated by 4
the information provider

The needed information does not

exist; the provider offers a 4
substitution

The needed information does not

exist; the provider does not offer a 2
substitution

In seven dialogues out of 20, P initiates an informatiordsigasubdia-
logue before answering. The subdialogue always consista®fAP of dia-
logue acts (cf. Hennoste et al. 2005): P’s alternative duest wh-question
followed by C’s giving information, or P’s question whichfefs an answer
(sometimes clarification) followed by C’'s agreement. Aroimiation-sharing
subdialogue explains which information C needs, and hatpgier to reach
the goal. C reaches the original goal in three cases and glessitsiting in-
formation in three cases. The answer turns out to be wrongéncase (the
phone number in another town).

Information providers are specially trained to tell phomngniers. In the
analysed calls, phone numbers consist of three, five or gixsdin case of
three digits, all the digits are spelled out in sequence lvitlie client ac-
knowledgesihhmb). A number of five digits is spelled out in two parts — two
and three digits separated by a micropause. C either reglttts digits, or
the last three ones, and P confirngeg. A number of six digits similarly is
given in two parts — the first three and the last three digits.r€ponse de-
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pends on the length of pause between the two parts. In caderf pause, C
either repeats all the first three digits, or acknowledgestfyeg. C always
repeats all the last three digits. Sometimes (s)he adds dheyes?waiting
for P’s confirmation.

27.4 Information Provider as a Conversation Agent

The DS which performs the role of information provider implents a formal
grammar for dialogue management (Figure 1). The grammassdon APs
of dialogue acts. When requesting information, a cliensube first part of
an AP: question (QUF) or directive (DIF). Dialogue act naraesterminals
of the grammar (capital letters are used in act names).

The DS uses a stack to keep shared goals. C's request orajuests
up a goal which goes to the stack. If DS needs additional inédion for
answering then it initiates an information-sharing sulmdjee by asking an
adjusting question. The question asked sets up a subgda ofiginal goal
and goes to the stack onto the original goal. When the ansvebtained
then the goal will be removed from the stack. If the stack ipgnthen all
the goals have been achieved (Table 5).

Table 5. Example of using a goal stack

Utterance Dialogue act Goal stack
/-1

C:tellme

please the

phone number DIF:REQUEST
of the dentist

Vigoroovit

P:where the
dentist is QUF:WH-QUESTION Phone number
located

C:2,Tuglase  5.GIVING_INFORMATION Address

Street Phone number
p: Address-

' Phone number
[---1

The described ideas and results of corpus analysis arerimeplied only
partly at the moment. A DS is being worked out (author Margresimuth)
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Notation Number of z's

(2)* one or more
[2] zero or one
(2) Zero or more

information_dialogue ::= beginning main_part ending

beginning ::= [RIF:INTRODUCTION] RIF:GREETING
RIS:GREETING

ending ::= RIF:-THANKING RIS:PLEASE [RIF:GOODBYE
RIS:GOODBYE]

main_part ::= (ordering_information (ordering_inforrioat
giving_information) (giving_information}
(ordering_information giving_informatiof))

ordering_information ::= Questions_first | Directivesstfir
(advance_noté)prdering_information

giving_information ::= Questions_second | Directivesosel |
giving_information (additional_informationh)

advance_note ::= SA:ADVANCE_NOTE

additional_information ::= Al:SPECIFICATION | ALASSES&NT

Questions_first ::= QUF:CLOSED_YES/NO | QUF:OPEN_YES/NO |
QUF: ALTERNATIVE | QUF:WH-QUESTION |
QUF:OFFERING_ANSWER

Directives_first ::= DIF:REQUEST | DIF: PROPOSAL | DIF:ORRE

Questions_second ::= QUS:YES | QUS:NO | QUS:AGREEING_NO |
QUS:ALTERNATIVE:ONE | QUS:ALTERNATIVE:BOTH |
QUS:ALTERNATIVE:THIRD_CHOICE |
QUS:ALTERNATIVE:NEGATIVE |
QUS:GIVING_INFORMATION |
QUS:MISSING_INFORMATION | QUS:REFUSAL |
QUS:POSTPONEMENT

Directives_second ::= DIS:GIVING_INFORMATION |
DIS:MISSING_INFORMATION | DIS:REFUSAL |
DIS:AGREEING | DIS:DISAGREEING |
DIS:RESTRICTED_AGREEING | DIS:POSTPONEMENT

Figure 1. Grammar of a simple information dialogue
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which interacts with the user in Estonian and gives inforamatibout the

flights departing from the Tallinn airport. The user insdris/her question
on a web page (http://www.ut.ee/~treumuth/) in the form ofrétten sen-

tence or phrase in Estonian, and gets an answer in form cditeior synthe-
sized speech. The world knowledge base\K&ntains information of flight
times and destinations. The linguistic processor LP perfoa morphologi-
cal analysis of the user’s utterances in order to find out tleeweords, and
uses ready-made sentence templates with some word forresaget by the
morphological synthesis to compile the answers. The @speech module
is integrated into the DS.

27.5 Conclusion

We have analysed spoken human-human dialogues in Estorithntive
aim of investigating how people request and receive inféiona Some
information-sharing strategies used by clients and in&giom providers have
been established. DS that performs the role of an informatiovider is a
conversation agent which consists of various functionatks and uses var-
ious knowledge bases in its work. The dialogue managemenkhises a
formal grammar of dialogue acts. The grammar expressesdtee of ad-
jacency pairs of dialogue acts — one of fundamental idea®¥arsation
analysis. Every question or request of a client (the first phan AP) is ex-
pecting an answer (the second part of the correspondingRyy question
and request sets up a new goal or subgoal. DS as a cooperatinenshares
client’s goals. A stack is used for these shared goals. Esatigfactory an-
swer removes a goal from the stack. For the DS, a user is a satign agent
similar to itself. Beliefs, desires and intentions of a useist be taken in ac-
count in order to give him/her the needed information. Thigknis still in
progress. Our further work will concentrate on finding ounudre detailed
communicative strategies and on formal definitions of maakodue acts that
make it possible the automatic recognition of user goalsdoaperative dia-
logue system.
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The Story of Supposed Hebrew-Finnish
Affinity - a Chapter in the History of
Comparative Linguistics

Taprant HARVIAINEN

Enevaldus Svenonius was born in the parish of Annerstad in Smaland,
Sweden, in 1617. He studied at the Universities of Turku (Academia Aboensis
in Turku, Finland)' and Uppsala; the degree of magister was conferred on
him by the Faculty of Philosophy in Turku in 1647. Svenonius continued
his studies in Uppsala and Wittenberg and travelled widely in Bohemia,
Austria, Hungary, Bavaria, Alsace, Switzerland, and the Netherlands in 1654.
In the same year he was chosen as Professor eloquentice (i.e. Professor of
Latin) at the Academia Aboensis and six years later, in 1660, he was appointed
Professor Theologice at the same University. Finally, in 1687, the King of
Sweden nominated Svenonius as Bishop of Lund and Vice Chancellor of
the University in the same city. However, in spring 1688 Svenius died in
Turku where he was buried in the Cathedral.

Svenonius was the most productive writer and the leading person
in cultural, academic, and church life in Finland in the seventeenth century.
Among his extensive literary output To nééma ékhmalotisménon seu potius
Gymnasium capiendae rationis humanae, an encyclopaedic collection of
twenty dissertations published in the Faculty of Philosophy in 1658-1662, is
the most central work to be dealt with in this context.

I. A. Heikel, who wrote his still indispensable Filologins studium

" The city of Turku is called Aboa in Latin and Abo in Swedish.

2 Seppo J. Salminen has written an extensive scholarly biography of Svenonius:
Enevaldus Svenonius 1 & 2 (Suomen Kirkkohistoriallisen Seuran toimituksia 106 & 134,
Helsinki-Rauma 1978 & Helsinki-Jyviskyld 1985).
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vid Abo universitet (‘The study of philology at the University of Abo’) in
1884, includes the following statement in his presentation of Svenonius (p.
57): “As far as is known, even the questionable merit of being the first to
propose the sentence that to the greatest extent the Finnish language has
received its vocabulary from Greek and Latin, rests with Svenonius.”” As a
rule, a similar amused tone accompanies the descriptions of the linguistic
achievements of Svenonius and his colleagues of the seventeenth and
eighteenth centuries in both scholarly and popular works, inclusive of
textbooks."

Indeed, Svenonius wrote in To noéma ekhmalotisménon seu potius
Gymnasium capiendae rationis humanae (Book 5, Para. XLIII, p. 87) that
“Finnice lingva originem quod concernit, videtur ea maximam esse partem
ex Gracis & Hebrzis generata vocabulis” (‘concerning the origins of the
Finnish language, it seems to originate to the greatest part from Greek and
Hebrew words’). As examples to prove his statement, he first refers to
thirteen Greek words and proper names with their supposed counterparts in
Finnish: Greek khaldo, Lat. demergo, ‘to sink, submerge’ = Finnish Kala,
Lat. piscis, ‘a fish’; Greek kheilos, Lat. labium, ‘a lip’ = Finnish kieli Lat.
lingva ‘a tongue’; Greek khoiros, Lat. porcus, sus, ‘a pork, pig’ = Finnish
koira, Lat. canis, ‘a dog’; Greek aigésippos, ‘Hegesip’ = Finnish Sippi;
Greek basilios = Rus|[sian, sic !] Wasiliwitz &c.

In contrast to Greek,” “the Hebrew vocabulary of Finnish” presented

3 “Svenonius tillkommer dfven den tvifelaktiga fortjansten att, sd vidt man vet,
forst ha uppstilt den satsen, att finskan till storsta delen har sina ord frdn grekiskan och
hebreiskan”, I.A. Heikel, Filologins studium vid Abo universitet (Abo universitets lirdomshistoria,
5. Filologin. Skrifter utgifna av Svenska Literaturséllskapet i Finland, XXVI. Helsingfors
1894, p. 57); Svenonius and his linguistic views are described by Heikel on pp. 51-62, while
later proponents of the Hebrew background of the Finnish language are introduced on pp.
149-151 and 208-212.

* See e.g. Salminen’s summary of the philological parts of Svenonius’ work and
his sources: Baazius, Scaliger, Beckmann, Glandorp, Walther, Walper, etc.; for the discussion
of the Hebrew-Finnish relations Salminen has been unable to find earlier sources (Salminen
1978: 238-260).

3 Still in 1774 Nils Idman defended the community (gemenskap) of the Greek and
Finnish languages with a reference to hundreds of similar words in his extensive work Forsok
at wisa gemenskap emellan finska och grekiska sprdken, sasom tjenande till uplysning i finska
folkets historie written in Swedish (Abo 1774, 92 pp.) which in 1778 also appeared in French
translation in Strasbourg (Recherches sur I'ancien peuple finois, d’aprés les rapports de la
langue finoise avec la langue grecque, par M. le pasteur Nils Idman, ouvrage traduit du
suédois par M. Genet le fils, Strasbourg: Bauer et Treuttel, 1778, xvi+149 pp.).

Similarly, still in 1770 Nicolaus Funck defended the close relation of Swedish to
Greek in his dissertation De harmonia lingue Grece & Sviogothice at the University of
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by Svenonius, one of the first scholars of the local language of his university
town, has - to the best of my knowledge - never been published in a form
comprehensible to a modern-day student of the history of linguistics whose
knowledge of Hebrew and/or Finnish may often be rather limited.” Thus the
following decipherment may not be out of place in this collection; at the
same time it endeavours to provide the reader with an opportunity to realize
with the development that took place in the study of Hebrew-Finnish relations
during the following century.

Svenonius presents the 36 or 37 Hebrew words in a type of transcript,
and their Finnish counterparts are not always easy to identify. In the list
below I first give the genuine Hebrew spelling followed by the transcript of
Svenonius and then a transcript in a more systematic form based on the
academic pronunciation tradition current in those days (N.B.: ch = [x], z =
[z], and ts = the affricate [c]). The translations of the Hebrew words into
Latin provided by Svenonius are translated by me into English between
brackets; after an equation sign it is followed by the Finnish counterpart of
the Hebrew word according to Svenonius (underlined by me and a few
times clarified with modern spelling / form between brackets). The translations
of the Finnish words by Svenonius into Latin (and a few times into Swedish)
and their renderings from Latin into English, added by me between brackets,
complete the entries. A similar method of presentation is also applied in
other vocabularies in this article.

7ax Avah; ava; voluit (‘he wanted, wished’) = dwi (= ovi) (in Swedish) door
(‘adoor’) / q: ad nutum patens (‘opening according to wish’).

"% Oi; oy; Wee (‘oh’) = woi part. intendendi (exclamatory particle).

mmx Odot; odot; cause (‘on account of”) = ddotta expectare & q: causas
rimari (‘to wait, expect’ & ‘to search for reasons’).

ox Em; em; mater (‘a mother’) = Ami (= amma) anus (‘an old woman”).

x Ajal, ail; ayal, ayil; ceruus, dux (‘a deer’, ‘a leader’), m%>x Ejaluth;
eyalut; fortitudo (‘power’) = jalo prastans (‘excellent’).

198 Achen; achen; vere, profectd (‘surely’) = niniken (= niin ikéén) ita,
propemodum (‘thus’, ‘similarly’).

Uppsala; parallel ideas concerning the relation between German and Greek and French and
Greek were proposed by well-known scholars till the end of the eighteenth century.

® Both Heikel (1894: 56-57) and Salminen (1978: 240-241) quote a number of
Greek etymologies of Finnish words in Svenonius; however, the similar lists of the Hebrew
vocabulary have remained beyond their scope.

7 In a number of cases Svenonius’ Latin equivalents of Finnish words are inaccurate;
however, in this context these errors are irrelevant and are not corrected by me.
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Y511 Holel; holel / holal; vesanus (‘furious, madman’) = hullu insanus (‘folly,
infatuated’).

7m Chadsah; chaza; vidit (‘he saw’) = katzo idem.

avn Chatab; chatav; cecidit ligna (‘he cut firewood’) = catawa (= kataja)
juniperus (‘a juniper’).

aon Chalaph; chalaf; penetravit (‘he passed on, penetrated’) = kelpa juvare
q: opem insinuare (‘to help something to insinuate’).

Ynn Chamal; chamal; clemens f. (‘he had compassion’) = camala mirabilis :
clementia enim Dei quod milliés superet justitiam mirari subit
(‘surprising, awful : namely, the compassion of God which a thousand
times exceeds the justice is surprising’).

ann Chamar; chamar; lutosus f. (‘was muddy’) = camara pellis suilla, q:
semper lutosa (‘pigskin which is always muddy’).

wnn Charmasch; chermesh; falx messoria (‘a harvest sickle’) = kermess (=
kdrmes, kddrme) serpens, a simili figura (‘a serpent, from a similar
shape”’).

n97n Cherpah; cherpa; probrum (‘shame’), cui non dissimiliter enunciatur
membrum virile (‘with which not dissimilarly the male organ is
called”).”

7% lalach; yalach; ivit (‘he walked’, a theoretical verb which in practice
does not occur in Hebrew) = jalka pes (‘a foot, leg’).

mo> [apheach; yafeach; efflavit, locutus est (‘it blew’, ‘he spoke’), & mi
poach; poach / puach; flare (‘to breathe’) = poho, (Swedish) blidsa
(‘to blow’) / puhu, (Swedish) tala (‘to speak’).

5% 1y Imanuel; imanu’el; anagrammatistheis (‘God is with us’ with letters
in a different order) = Jumalen : Jumala enim, quod Deum significat
(‘God’s : God, which signifies God’).” Svenonius continued by
writing that it is rather probable that Jumala should be derived from
Hebrew ar Iom; yom; dies (‘a day’), & x%» Mala; mala / male;
plenus f. (‘was full’), q: plenus dierum & annorum, ut significet
idem quod infinitus & @ternus (‘i.e. full with days and years to
signify Him who is infinite and eternal’)."”

8 With a tacit reference to the Finnish word kyrpid ‘penis’, not in polite use.

? After this equation Svenonius adds that this etymology is preferable to that from
Julma (‘“terrible’), which more probably is derived from Jumala (‘God’).

1 Svenonius goes on to argue that in Finnish the letter o is easily pronounced as
[u]; the latter etymology accords well with the Scriptures, because God the Father is called the
Ancient of Days (Dan. 7,13. 22), and God the Son proceeds from ancient days (Micah 5,2),
whose years will never end (Hebrews 2,12 [an error pro Heb. 1,12]). In plural Jom (day) refers
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o013 Canas; kanas; collegit (‘he collected’) = Kansa (= kanssa) cum (‘with’).

75 Car; kar, Camelus, agnus, aries (‘a camel’, ‘lamb’, ‘ram’) = Karia, S[wedish]
boskap, pecudes (‘cattle’).

wb Laisch; layish, Leo decrepitus (‘a decrepit lion’) = Laiska piger (‘lazy’).

Sw1 Naschal; nashal; solvit (‘he loosened, undid’) = Nascala subula (‘a
cobbler’s awl’).

o Sws; sus; 1. Equus 2. Grus, 3. Anser sylvestris, variorumque aliorum
animalium nomen (‘1. a horse, 2. a crane, 3. a wild goose, and the
name of various other animals’) = Susi Lupus (‘a wolf”).

2o Silla; (theoretically) sil-la; stravit (‘he built a way’) = Silla (= silta) pons
(‘a bridge’).

n>o Sallach; sallach; condonavit (‘he forgave’)11 =salli permittere (‘to permit’).

a0y Ulpze; ulpe;'” obtectus ore (‘with a mouth covered up’) = ylpii superbus
(‘proud’).

7o Purah; pura; in quod uve confringend® mittuntur (‘in which the grapes
to be pressed are put’) = Puro puls (‘a brook’).

7m0 Pimah; pima; omentum, pingvedo (‘the fatty membrane or caul covering
the intestines’, ‘fatness’) = Pimi pingvedo lactis (‘butterfat,

buttermilk’).

noo Pissah; pissa; particula (‘a particle’)13 = pissar (= pisara) guttula (‘a
small drop’).

v peraesch; peresh; fimus @quiv. met. podex (‘manure, metonymically
equal to the anal orifice’)."

vy Tsara; tsara; leprosus f. (‘was leper’) = sairas agrotus (‘ill”).

n7p Kadach; kadach; accendit, ferbuit (‘was kindled’, ‘glowed’) = Kédas (=
kota) culina (‘cooking hut’).

o»7p Kadim; kadim; ante pridem15 (‘in front, before’ and ‘in days of yore’) =
kodast (= kohdast = kohdakkain) ¢ regione (‘opposite’).

5 Kool; kol; sonus (‘a voice, sound’) = kuula audire (‘to hear”).

7x1 Raah; ra’a; vidit, providit, pavit (‘he saw’, ‘predicted’, ‘provided’, ‘was

to years; God the Holy Spirit proceeds from both eternities (i.e. the past and the future, TH)
and he is the spirit of the veritable eternity (John 15,26; Ps. 33,6 & 119,90).

" More correctly ‘ready to forgive’, occurs only in Ps. 86,5.

ZA corrupt word in Ezek. 31, 15.

" An unexplained word occurring in Ps. 72,16.

' With a tacit reference to the Finnish word perse ‘buttocks’, not in polite use.

15 . N
Obviously meant to have a comma afterante.
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afraid’) = Raha pecunia, qua sibi quis providet de victu & amictu
(‘money which everyone provides for himself concerning food and
clothing’).

m1 Roach; roach / ruach; spirare (‘to blow, breathe’) = Roka (= ruoka)
cibus, quo spiritus sive vita sustentatur (‘food by which the spirit
or life is sustained’).

791 Rippah; rippa; debilitavit (‘he weakened’) = Répi (= rupi) assumentum
caducum (‘a disappearing patch’ = ‘scab’). &c.

From the viewpoint of later centuries the equations of Svenonius
look more or less casual and even ridiculous, as has been stated in numerous
contexts.

In 1692 Eric Wallenius defended the dissertation De confusione
lingvarum16 under the preesidium of Daniel Johannis Lund, Professor of
Oriental languages and Greek at Academia Aboensis; in this work the Finnish
language was concluded to possess “not only minor vestiges” of the languages
which were spoken before “the confusion of languages”; these are to be
found in the vocabulary and affixes in particular.” A more detailed discussion
of the similarities was not included in the booklet, however.

Five years later, on November 13, 1697, the theme of the equivalence
of Hebrew and Finnish was dealt with, again under the presidium of David
Lund, in the pro gradu (magister) dissertation Lingvarum ebreece et finnicce
convenientia presented by Eric Erici Cajanus (1675-1737) at the same
University in Turku."

At first, Cajanus was able to find equivalent words in Hebrew and
Finnish; due to the limited space in his dissertation — he wrote — he enumerated
(p- 8) only six words (four of them occurred in Svenonius!) “although a

1 [Aboe 1692, 22 p.], Jorma Vallinkoski, Turun Akatemian véitoskirjat 1642-1828
- Die Dissertationen der alten Universitdit Turku (Academia Aboénsis) 1642-1828 (Helsingin
yliopiston kirjaston julkaisuja - Publications of the University Library at Helsinki 30, Helsinki
1962-1969 = Valllinkoski), No. 2325; Suomen kansallisbibliografia - Finlands
nationalbibliografi - Finnische Nationalbibliographie, I-11 (ed. Tuija Laine & Rita Nyqvist,
Vammala-Helsinki 1996 = SKB), No. 2448; Heikel 1894:149-150.

17 “Cum hanc linguarum examina confusionem, unicum hoc tantum bona venia
paceque eruditorum, expers tamen affectate laudis dixerim, scilicet idioma Finnonicum haud
exigua primavi pra se ferre vestigia, quod ut existimem, tum plurimarum vocum affinitas, tum
affixorum similis indoles mihi persvadet” (p. 14).

18 [Aboz 1697, 16 pp.], Vallinkoski No. 2350; SKB No. 2476.

Daniel Lund was born in Halikko in southern Finnish-speaking Finland and Cajanus in Sotkamo,
in northern Finnish-speaking Finland; thus, in contrast to the Swedish Svenonius, they knew
Finnish well.
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more extensive list easily could be collected”:"”

axem, mater (‘a mother’) = emé (‘a mother”).

7 ze, pron. Demonstrativum, iste (‘this’) = Se (‘this’, ‘it’).

w27 hevish, hiph. 4 wia pudefacere (‘to make ashamed’) = hivéisté (‘to
make ashamed’).

Y5 holel / holal, insanus (‘folly, infatuated’) = hullu (‘folly, infatuated”’).

7 chaza, vidit (‘he saw’) = catzo (‘has watched’).

7% yalakh, ivit (theoretically ‘he walked’) = jalka pes (‘a foot’, ‘a leg’).

However, Cajanus was not satisfied with a word list. According to
the traditions of the linguistic studies of those days, he continued to examine
the various parts of speech (partes orationis) of Hebrew and Finnish —
though he does not mention this self-evident attitude in his work. Cajanus
was able to make the following observations: In the morphology Finnish
reveals counterparts to three out of the four “conjugations” (i.e. stems) of
Hebrew verbs (Kal teki fecit ‘he made’, Pihel teeskeli factitavit ‘he
frequented/used to make’, and Hiphil teetti facere permisit ‘he let make”).
Both languages possess independent and non-independent forms of personal
pronouns; among the independent pronouns the plural forms of Hebrew
"attem ‘you’ and hem ‘they’ closely resemble their Finnish counterparts te
and he, while the non-independent short forms can be added as (possessive)
suffixes to a noun (e.g. Hebr. sifrenu kiriamme libri nostri ‘our books’, cf.
Hebr. "anahnu and Finnish me ‘we’). Further, in both languages these
pronominal suffixes can be attached to verbs (i.e. infinitives); thus e.g.
"okhli,’ okhlekha,and ’okhlo, derivations of the verb 'akhal ‘to eat’, meaning
edere me/te/leum, correspond to the Finnish expressions syodeséni, syodesds,
and syodesdns [‘when I/you/he eat(s)];20 these forms also imply
transformations of the vowel patterns in the two languages. In poetry the
metre which usually consists of eight syllables as well as the recurrent
parallelism of two verses are no minor proofs of the affinity. In the syntax it
is worth noticing that for the address both languages apply the second

" The transcriptions and English translations have been added by me.

20 Still in 1858 these Finnish suffixes were mentioned by G.L. Pesonius as an
exceptional feature shared by “other Semitic languages, too” [p. 287: “Vield sitte on suomella,
niinkuin muillakin Semitan kielilld, liitettdvid asemoita (latinaksi pronomina sufucsiva), jotka
muilta kieliltd tykkidnéddn puuttuu.”]; Pesonius was the first Rector of the first Finnish gymnasium
in Jyviskyld who also served as the Lecturer in Religion, Greek, and Hebrew in the same
school. Gottlieb Leopold Pesonius, ‘Rehtorin puhe Jyviskylidn yld-alkeiskoulun avajaisissa 1.
10. 1858’, published e.g. in: Suomen sana (Suunn. ja toim. Yrjo A. Jéntti, Porvoo 1965):
285-288.
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person singular; instead of the various degrees of comparison of adjectives a
reduplicated positive form or a positive form added with an emphatic word
(Hebrew me’ od, Finnish aiwan, ‘very’) replace superlatives in both Hebrew
and Finnish. Two consonants in initial position cannot occur in these
languages.

A comparison between the arguments of Svenonius and Cajanus is
interesting. Svenonius introduced the presumption of the equivalence of
Hebrew and Finnish. However, as evidence in favour of his statement he
was able to propose a mere list of similar words — the unsteady similarity of
which probably casted suspicion on the theory even in his time; on the basis
of very similar lists Svenonius also defended special contacts of Swedish
with Latin, Greek and Hebrew, on the one hand, and of Latin with Greek
and Hebrew, on the other.” Nevertheless, in his time Svenonius was an
authoritative scholar whose conclusions constituted a starting-point for further
research.

Instead of a list of words Eric Cajanus penetrated the question on a
more comprehensive level: he examined all the parts of speech which,
according to the grammarian tradition of his period, were considered to
characterize the very essence of a language.” In addition to a condensed list
of lexical similarities Cajanus was able to point out similarities in the
morphology, prosody, syntax, and phonology, i.e. all the linguistic fields of
both languages. This implied that the affinity between Hebrew and Finnish
was demonstrated in an all-round shape which followed the current traditions
and principles of the scholarly research of his time.

On the basis of this argumentation it is logical to conclude that the

2 See Heikel 1894: 56-58, and Salminen 1978: 240-241, 245-248.

2 On the grammatical theories of that period, see G.A. Padley, Grammatical
Theory in Western Europe 1500-1700. Trends in vernacular grammar, I-IT (Cambridge 1985,
1988); Esa Itkonen, Universal History of Linguistics : India, China, Arabia, Europe (Amsterdam
studies in the theory and history of linguistic scince. Series 3, Studies in the history of the
language sciences, Vol. 65, Amsterdam 1991).

The article “Suomen kielen kuvaus 1600-luvun kieliopeissa” by Sakari Vihonen
(Collegium scientiae. Suomen oppihistorian kehityslinjoja keskiajalta Turun akatemian
alkuaikoihin. Editor: Jussi Nuorteva. Suomen Kirkkohistoriallisen Seuran toimituksia 125,
Helsinki-Saarijdrvi 1983: 121-155) includes a fine presentation of the philological literature
known by the scholars at Academia Aboensis in the seventeenth-eighteenth centuries.

For the dissertations dealing with Oriental studies defended at the Academia Aboensis,
see the catalogue in the article “Lahteitd orientalistiikan ja Vanhan testamentin eksegetiikan
historiaan 1640-1828” published by Klaus Karttunen, in: Ilkka Antola & Harry Halén (toim.),
Suomalaisen eksegetiikan ja orientalistiikan juuria (Suomen Kirkkohistoriallisen Seuran
toimituksia 161. Helsinki 1993: 163-202): 163-179.
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search for the roots and relatives of the Finnish language, which took place
in the seventeenth century in academic circles, constituted a part of serious
and consequent philological or linguistic research; it was not merely a
capricious peculiarity intended to invent a glorious past for one’s ethnic
group. Even in those days prophecy was a rare phenomenon among scholars,
and thus our predecessors could not predict the achievements of comparative
linguistics which from the second half of the eighteenth century on was
directed along completely new lines. Before that the biblical story of the
confusion of languages at the tower of Babel constituted an axiomatic
explanation of the variety of languages of the world. In this sense it was not
illogical to search for vestiges of the pre-confusional language (as a rule
considered to be Hebrew)” retained in various languages. A high number of
such features could be interpreted as testifying in favour of a special relation
with the Holy Tongue, and even a kind of competition can be seen to have
taken place in this field. In another article I have referred to a number of
parallel word lists which were collected by Sebastian Miinster (1489-1552),
Sveno Jona (died 1642), Olav Rudbeck junior (1660-1740), and Eberhard
Gutsleff junior (1732) with regard to the similarities between Hebrew and
German, Swedish, Lappish (Sami), and Estonian, resp.24 Pierfranceso
Giambullari (1495-1555) represents an additional parallel case in his book //
Gello (Firenze 1546) in which he refers to Hebrew in order to explain the
origins of the Tuscan-Italian language of Florence. I am convinced that the
number of these languages supposed to be related to Hebrew could easily be
increased by numerous others through a review of the philological literature
of the sixteenth-eighteenth centuries.

In Finland this type of research was continued during all of the
eighteenth century. Daniel Juslenius (1676-1752), Professor of the (Holy)
Languages (1712-1713, 1722-1727) and Theology (1727-1734) in Turku,
Bishop of Porvoo / Borgd in Finland (1734-1742), Bishop of Skara in Sweden
(1744-1752), a scholar of Finnish history and language, and the most well-
known Fennophile of his time, dealt with the relation of Finnish to Hebrew
in several publications (his dissertation Aboa vetus et nova, 1700; Vindicice
Jfennorum, 1703; the inauguration speech De convenientia lingve Fennicce
cum Hebrea et Greeca, 1712/1728; the introduction to his Finnish-Latin-
Swedish dictionary Suomalaisen sana-lugun coetus, 1745).

2 In contrast to the view of a number of “progressive” scholars, this was the
conviction of Svenonius (see Salminen 1978:245-248, 256-257), and it was repeated by his
followers, e.g. Daniel Lund (1692: 3).

24 Tapani Harviainen, ‘Ragaz ja rakas. Kai on suomikin heprean sukua?’ Kirjoja ja
muita ystdvid. Onnittelukirja Kaari Utriolle ja Kai Linnilédlle (Toimittanut Marjut Paulaharju
Karisto Oy, Himeenlinna 2002): 69-74.
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Juslenius was an energetic proponent of the honourable status of
the Finnish language who concluded that Finnish was one of the independent
cardinal, i.e. basic, languages which, in turn, had given rise to Lappish,
Estonian, and Bjarmian, perhaps also to the Slavonic language. The origin
of Finnish was to be derived from the Babylonian confusion of languages,
and thus “no other language can boast of having given birth to Finnish”; the
vestiges of Greek and Hebrew constitute only a part of the Finnish language”

However, in his professoral inauguration speech Oratio de
convenientia linguce fennicce cum hebreea et greeca at the Academia Aboensis
in 1712 Juslenius stressed the affinities of Finnish with Hebrew (and Greek)
as a proof of the importance of the Finnish language.” The lexical contacts
were described by him in the form of a score of striking equivalents (four of
them occurred in earlier lists), though, according to him, there occur six
hundred similar ones and, in addition, countless others which by form or
reference are more remote but surely related, however. In the future Juslenius
wished to return to these counterparts.”’ The words selected by Juslenius for
his speech can be seen below (the transcriptions occur only in his manuscript):

Exclamatory »nax awoi, avoi (‘alas!’) = woi.

Exclamatory nax ahah, ahah = Finnish ahah.

71 (ze, ‘it, this’; the transcription is lacking in Juslenius) = se.

71 naara, na’ara; puella (‘a girl’) = naara.

nx ach, ach; focus (‘a fireplace’) = ahjo.

wX isch, ish; vir (‘a man’) = is@ (‘a father’).

axem, em; mater (‘a mother’) = ema, @mme vetula (‘a mother’, ‘an old
woman’).

moxn & mox alah, ala; taalah, ta’ala; juramentum (‘an oath’) = wala.

7 chasa, chaza (‘he had a look’) vel infinitivum 7 kheso, chezo; videre

2 Aboa vetus et nova, Diss., Academia Aboense, Moderatore Joh. Berhn. Munster,
[Aboa 1700]: 11:2, I11:33.

6 1n 1728 the speech appeared in an abbreviated version (called Dibre chanukka
in Hebrew) in Schwedische Bibliothec, 1 (published by Chr. Nettelbladt, Stockholm 1728:
157-168); however, a complete manuscript of the speech is kept in the Helsinki University
Library, call number A III 80. For Juslenius’ opinions, see also Aarne J. Pietild’s doctoral
dissertation Daniel Juslenius - hénen eldmdnsd ja vaikutuksensa (Tampere 1907): 146-154.

27 < .. .
... ad oculum oriri patet; & que& queaerentl sexcenta occurrunt; preter que sono

vel significatione aliquantum sunt remotiora, certe tamen affinitatis innumera, sed jam consulto
omissa, aliiqve occasioni, si pacem & vitam concesserit h0s hypértata domata natei, reservanda.
Nunc vero plura eadem brevitate attingemus” (Juslenius’ manuscript: 2-3; Juslenius 1728:
160).
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(‘to see’) =katzo. Chaldaeorum inde ortum xvwn chaso, chezwa;
aspectus (‘appearance, apparition’) transit in nostrum kaswo facies
(‘a face’).

mav tabach, tabach; occidere (‘to kill’) = tappa.

7% jalach, yalach; ivit (‘he walked’) = jalca pes (‘a foot, leg’).

7y jaah, ya’a = ajaa ejicere (‘to drive’).

X725 chylla, kulla;28 omne, totum (‘wholly’, ‘totally’) = kyllze (= kylld/in),
satis (‘sufficiently’).

77 middah, midda; mensura (‘a measure’) = mitta.

71» maddad, madad = mitata (‘to measure’).

mmp (sic pro axeap) kirjah, kirya; lectio (‘reading’) = kirja liber (‘a book’).

rairawaz, ravats; accubuit (‘it lay down’, sc. to eat) = ravitze saturavit (‘he
fed”).

™7, N1 ragas ragsath (?), ragaz ragzat (?); commoveri affectu (‘to be moved
by affection’) = racas, racasta dilectus, diligere (‘beloved’, ‘to love’).

Although we know that the comparative word lists consist of casual
similarities, we may pay attention to the remarkable difference between
Svenonius’ list and those of his followers inclusive of the one collected by
Collin, to be presented below: very few of the equations proposed by
Svenonius were repeated by later scholars; instead they were able to find a
rather large number of other pairs of words which indeed looked very
convincing from their viewpoint. In my opinion, this indicates that, while
the basic idea of Svenonius was considered to be correct for a long time
after his death, his comparative material was estimated to be defective,
irreliable, and perhaps even ridiculous in the view of other scholars who
themselves were native speakers of Finnish. In this sense the development
of the comparative lists also reflects a constant attempt to amend the quality
of the argumentation in favour of the affinity between the two languages.

After the comparison of vocabulary Juslenius returned in his speech
to the same morphological, syntactical, poetical, and orthographical categories
which were earlier presented by Eric Cajanus (see above). In comparison
with Cajanus’ achievements, Juslenius was also able to pay attention to
several new similarities in the field of morphology: the pronominal suffixes
of the first person singular are -i and -ni in Hebrew and -ni in Finnish; in
both languages the difference between singular and plural nouns with a
pronominal suffix consists of a change in the vowel between the noun and
the suffix (however, in Finnish only in the “accusative”), e.g. debari vs.
debaray = Sanani vs. Sanojani (‘my word’ vs. ‘my words’); similarly (a

28 Ezek. 36,5.
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preposition and) a pronominal suffix can be added to (infinitives of) verbs,
e.g. be-bhorcho in fugere eum / cum fugeret = paétesansa (‘when he fled’)
and be-qgor’ i = rucoillesani (‘when I prayed’); a “particle” (preposition) can
be added with personal suffixes, e.g. neged coram (‘in front of”): negdi -
negdecha - negdo coram me/te/eo = edes@ni, edesa@s, edes@ens (‘in front of
me/you/him’) etc.; also the fourth “conjugation”, i.e. the reciprocal Hithpaél
(stem) of Hebrew verbs has a counterpart in Finnish, e.g. hitgallel / hitgalgel
= kierin (‘he / I rolled him/myself’). This demonstration of the affinity
between Hebrew and Finnish is followed by a description of the parallels
which in Juslenius’ opinion connect Finnish with Greek.

Juslenius became a central figure in the cultural life of Sweden and
Finland in the first half of the eighteenth century. Thus his special role in
the history of supposed Hebrew-Finnish connections was to plant this
conception in the minds of a rather extensive readership who at that time
were increasingly interested in the glorious past of the Finnish people. As a
consequence, Daniel Juslenius is the person who as a rule is later referred to
when this Hebrew “track of errors” is mentioned.

A century after Svenonius’ studies, on November 26, 1766,
Fridericus (Fredrik) Collin (1743-1816), later (1784-1816) vicar of the parish
of Helsinki, published the second part of his pro gradu (magister) thesis
Dissertatio historica de origine Fennorum (p. 27-46) at the Academia
Aboensis in Turku;29 the preeses of the disputation was Johannes Bilmark,
the Professor of History and Practical Philosophy. Collin was born in Ruovesi,
in the Finnish-speaking province of Hdame. He completed his theological
and humanistic studies at the Academia Aboensis and was rector of the
Grammar School in Hameenlinna / Tavastehus from 1775 on till his
appointment in Helsinki in 1784.%

As a methodology to demonstrate his thesis of the Hebrew- Finnish
affinity (convenientia), Collin first refers (p. 33) to the material features,”'
i.e. to numerous similar words with similar “root characters” (i.e. consonants)
in both languages. However, only the similar references of these similar
words can serve as evidence in favour of the relation; the root characters

? The first part was presented at Academia Aboensis on June 2, 1764 (4+26
pp.; Vallinkoski, Nos. 270-271). Collin considered that a number of Jews deported from Israel
and Judah to Assyria and Babylonia moved together with Scythians to the North, where they
became ancestors of the Finns; similar habits and customs in addition to the linguistic similarities
served as proofs of this hypothesis.

3 For Collin, see Herman Hultin, Helsinge forsamlings historia (Helsingfors 1930):
48-49, and Eeva Ojanen, Helsingin pitdjin seurakunnan historia (Helsinki 1972): 117-118, etc.

31 As for the terms “material” and “formal” (see below), Collin refers to Guiljelmus
Vottonus and his Dissert. Philolog. ad Chamberlaine.
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can vary according to certain rules, however. Second, it needs to be
demonstrated that as root characters the consonants are more essential in
both Hebrew and Finnish; in contrast, the vowels can vary and transform
the reference of words in innumerable ways.”

As a demonstration Collin presents (p. 30-33) a list consisting of
77 Hebrew words with their Finnish counterparts which fulfil his
aforementioned prerequisites. Collin admits (p. 33) that he himself did not
find all of these parallels; a number of them were presented by his predecessors
(Daniel) Juslenius, Eric Cajanus, and Olaus Rudbeck; their literary notes
were supplemented by oral information provided by (Anders) Lizelius, Dean
of Myniimiiki parish.”

In the period of Collin Hebrew was still included in general education,
and thus every learned man was supposed to know the Holy Tongue fairly
well. As a consequence, Collin could present the Hebrew words without
vowels (which, completely correctly, were maintained by him to be of a
minor significance). In favour of the readers of today — as was the case with
Svenonius’ Hebrew above — I have added to his list below a transcription
after every Hebrew entry as well as English translations of the explanations
given by Collin in Latin. In this list, too, underlining is added to point out
the Finnish words.

This is the list of 77 words provided by Collin:

wx ish; Hebr. Vir (‘man’), Isd Fenn. Pater (‘father’).

ax ab / av; Pater (‘father’), in constr. »ax, abi; Appi Socer (‘father-in-law’).
anxahah; Aha ah! vox exclam.

mix ana; Anoa & Anon obsecro (‘I beseech, beg’)

Py arak; fugit (‘he escaped’), Arca pavidus (‘timid’).

nwy asa; fecit (‘he made’), Ase instrumentum (‘instrument’).

& or; lux, Sol (‘light’, ‘sun’), Auringo (‘sun’).

xe, ey; Ei (‘no’, ‘not’).

ox em; Emid & Ammi mater & vetula (‘mother’ & ‘old woman’).

& en; non, En non ego (‘I not’, ‘not me’).
nx ot; Aawet signum, portentum (‘sign’, ‘portent, prodigy’).
"ax avoy; Woi va (‘alas!’).

32 In fact, the latter thesis concerns a typical phenomenon in the Semitic languages
which has been known from the very beginning of Semitic studies.

33 Anders / Antti Lizelius (1708-1795) was a well-known publisher and journalist
in Finnish and a primus motor of the new Finnish translation of the Bible published in 1758
and in revised form in 1776.
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nx ach; Ahio focus fabrilis (‘a smith’s fireplace”).

moxn & nox ala & ta’ala; exsecratio (‘imprecation, curse’), Wala jusjurandum
(‘oath’).

pon chalak; partitus est (‘was divided’), Halki fissum (‘cloven’).

onn chamas; vim intulit (‘he treated violently’), Hammas dens (‘tooth’),
Hammastan mordicus impeto (‘I assail with the teeth, by biting’).

maxa he’evid; Hiph. punire fecit (‘he put/made to punish’),** Hawitti perdere
(‘to destroy’).

Yo holel / holal; insanivit (‘he went mad’), Hullu insanus (‘folly, infatuated’).

%57 holelut; Hulluus, stultitia (‘stupidity, folly’). 7597 holela, idem.

1»1 hamon; strepitus (‘noise’), Humina Sonus venti (‘the sound of wind’).

7% yalach; ivit (‘he walked’), Jalca (‘foot’, ‘leg’).

"o keli; utensile (‘utensil’), Calu res, supellex (‘thing’, ‘set of articles, outfit’).

n1s kelot / kallot; terere (‘to use up, wear out’), Calutan rodor (‘it is gnawed,

nibbled’).

vnp kamat, corrugare (‘to crumple up, shrivel”), Cammotta caveri (‘to beware
of”).

xop kapha; condensare (‘to make hard/firm, condense’), Capia arctus (‘firm,
narrow’).

wAn charash; fabricatus est (‘it is forged’), Caraisen induro ferrum (‘I steel
iron’).

7 chaza; vidit (‘he saw’), Catzon video (‘I see’).

»xr1 chatsi; dimidium (‘half”), Caxi duo (‘two”).

Y9 galal; volvit (‘he rolled himself”), Kelaan conglomero funem (‘I wind a
rope’).

x7p kara; clamavit, oravit (‘he shouted’, ‘prayed’), Kerjitd mendicare (‘to
go begging’).

X723 in Piel kille; prohibuit (‘he forbade’), Kielddéd negare (‘to deny’).

Yap in Piel kihel; convenit (‘he convened’), Kihlata despondere (‘to betroth’).

Yn chayil; strenuitas (‘activity’), Kiltti egregius (‘excellent’).

27n cherev; gladius & quodyvis instrumentum consumtionis (‘sword & any
instrument of consuming’), Kirwes securis (‘axe’).

n1an chakkot; expectare (‘to wait’), Cocotan expecto (‘I wait’).

29 charav / charev; arescere (‘to become dry’, ‘to dry up’), Corwetan
ustulor (‘I scorch”).

7925 in Pyal kulla; teri (‘to wear away’), Culun atteror (‘I wear away’).

19 ken; sic (‘so’), Cuin sicut (‘just as’).

34 Perhaps the Latin counterpart is an error; the common Hebrew verb means ‘to
destroy’.
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an3 kamar; contraxit (‘it became tighter, contracted’), Cumarran flecto me
(‘I bow down’).

map kebha; cavum ventris (‘the stomach cavity’), Cupu ingluvies avium
(‘the crop of a bird’).

ann chamam; calidus fuit (‘was hot”), Cuuma fervidus (‘hot’).

725 kullo; totum ejus (‘its totality’, ‘all of it’), Kylld satis (‘sufficiently’).

nn7x adama; Maa terra (‘land, soil, earth’).

77 midda; Mitta mensura (‘a measure’).

vyn me’et, in Piel exiguus est (‘is minor, scanty’), Mieto tenuis (‘mild, light,
weak’).

mtn miz-ze; Misté a quo sc. loco (‘whence’, i.e. ‘from which place’).

71 na’ara; puella (‘a girl’), Naara puella prostrate pudicitize (‘girl of
prostrated chastity’).

ma1 nakha; percussit (‘he stroke’), Nacka abjicere (‘to throw away’).

oy1 na’am; ameenus fuit (‘was charming’), Namu cupidiz (= cuppediz)
(‘dainty dishes, tidbits’).

m1 nuach; quiescere (‘to rest’), Nuckua dormire (‘to sleep’).

7o pala; separavit (‘he separated’), Pala frustum (‘a piece’).

7po pakod; mandare (‘to order, command’), Pacottaa cogere (‘to compel’).

12 ben; filius (‘son’), Penicka catulus (‘whelp, puppy’).

nno pata / pote; improvidus (‘improvident, apt to be deceived’), Petettdd
seduci, falli (‘to be seduced, misled, deceived’).

nix%s pela’ot; occultare (‘to hide’),35 Pilata (= pilailla) illudere (‘to jest’).

713 binna; /n Piel exstruere (‘to pile up, construct’), Pinota struem conficere
(‘to prepare a pile’).

ma (an error pro m») puach; locutus est (‘was spoken’), Puhua loqui (‘to
speak’).

rairavats; accubuit (‘it lay down’, sc. to eat), Rawitsen saturo (‘I feed’).

711 rogza; commotio (‘a motion’), 131 ragaz; commotus fuit (‘was moved’),
Rakas / Rakasta dilectus, diligere (‘beloved’, ‘to love’).

231 rekhev; currus (‘chariot’), Reki traha (‘sledge’).

prek; inane (‘empty, void’), Ricka minimum quid (‘a minimum quantity
of something”).

717 rinna; cantus (‘song’), Runo carmen (‘song’).

a1 ze; Seille (‘this, it’).

3 Obviously an error, since pela’ot is a plural noun referring to ‘miracles, miraculous
events’; the dictionary by Ganander (see below) does not offer a Hebrew counterpart of this
verb pilaan - ‘T jest’ (Ganander 1997: 704), either.
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Rny & xnx tsama & tsim’a; sitis (‘thirst’), Siemen (= sieme, siemaus)36
haustus, potus (‘draught’, ‘drink’).

137 dagan; frumentum (‘corn, grain’), Taikina massa (‘dough’).

ny7 da’at; scire (‘to know’), Taito / Tietd scire (‘skill’ / ‘to know’).

%37 dakha; contundere (‘to beat, crush, squeeze together’), Takoa tundere
(‘to beat, hammer, strike’).

Y9n talal, accumulavit (‘he heaped up, accumulated’), Tallillan (= tallataan /
tallaillaan) concutior (‘it is pressed together’).37

170 tohu; inane (‘empty, void’), Tyhjé inanis (‘empty, void’).

mx orach; via tecta (‘a paved/treated way’), Ura via nive tecta (‘a way
paved/treated in the snow’).

Yya ba’al; dominatus est (‘he is ruler’), Walda / Wallita potentia (‘might,
power’ / ‘to rule’).

xnv tame; inquinatus fuit (‘he was polluted’), Tahmia lentore inquinare (‘to
pollute with a sticky substance”).

my ya’a; ejecit (‘he drove’), Ajan urgeo, pello (‘I urge’, ‘I drive’).

mxp keri’a; lectio (‘reading’), Kirja liber (‘a book”).

w2 hevish; pudefacere (‘to make ashamed’), Hiwéisen pudore suffundo (‘I
pour shame upon’).

77w shadad; bellum gerere (‘to carry on a war’), Sodin bellum gero (‘I carry
on a war’).

Yow shalal; spolium (‘booty, spoil’), Saalis praeda (‘prey, booty’).

A comparison with Svenonius’ list clearly indicates that Collin
paid strict attention to his propositions, which demanded similarity of both
the consonantal structure and the reference of the words. In this sense he did
demonstrate the correctness of his hypothesis. In addition to this “material
similarity”, he repeated once again the aforementioned morphological,
prosodic, and syntactical, i.e. “formal features™ which also according to
Daniel Lund, Cajanus, and Juslenius connected Finnish with Hebrew (p.
33-35). Parallels in material culture, manners and customs,” were added to

3 Cf. Ganander 1997: 867 where the same Hebrew counterpart is mentioned in
connection with the word sieme ‘a draught of potion’.

37 Cf. tallaan and tallailen in Ganander’s Dictionary (1997: 948) which are connected
with the Hebrew verb talal; in fact these Finnish verbs mean ‘to tread, stamp (underfoot)’.

8 See above, note 31.

3 Though I have expressed above my dislike for the attempts to describe the
achievements of our predecessors in a ridiculous light, a connection proposed by Collin between
the unleavened Passover bread of Jews and the Finnish Easter pudding mdmmi, the name of


Antti
304 / THE STORY OF SUPPOSED HEBREW-FINNISH AFFINITY


TAPANI HARVIAINEN / 305

the chain of evidence. In theory, the close connection between Hebrew and
Finnish was now demonstrated as multi-laterally and convincingly as the
paradigms of the current philology could ever demand.”

The word list of Collin was to receive a permanent position in the
study of Finnish, when it was included by Christfrid Ganander, pastor of the
parish of Rantsila (1741-1790), in his extensive dictionary of the Finnish
language; in contrast to the earlier lists Collin’s achievement was obviously
considered to be most reliable. Nytt Finskt Lexicon was completed by
Ganander in manuscript form in 1786-87; in it the author offers Hebrew
etymologies and/or counterparts for almost one hundred Finnish words without
mentioning the source of these notes. Nevertheless, the identical spelling
mistakes, printer’s errors etc. in Ganander’s Hebrew indicate that he in fact
copied the whole list of word comparisons collected by Collin in his
dissertation; a few other words were added from other sources. Unfortunately,
however, the dictionary by Ganander did not appear in print earlier than

which clearly originated from Hebrew, probably transformed into Finnish from the biblical
celestial bread manna (p. 43-44), is too amusing to be passed by without a note. In part, Collin
has taken the reference to mdmmi from Daniel Juslenius, who in the Aboa vetus et nova (1700,
IIT: 28) and in his Dictionary (1745) wrote that médmmi is eaten in Turku at Easter in memory
of the unleavened bread.

40 still later, these “formal” arguments were repeated by Carolus Gustavus Weman
(1740-1803) and his respondent Benedictus Jac. Ignatius in the De convenientia linguarum
hebreece et fennicee, a dissertation defended at the Academia Aboensia in 1767 (Vallinkoski,
No. 4276), although according to Weman (p. 16), Collin had demonstrated the affinity both “in
materialem & formalem” in his dissertation. As for the vocabulary, however, Weman was
satisfied with a quotation of Henricus Ganander (p. 13), who in his grammar of Lappish
published in 1743 (in fact, it is an open question whether this grammar was ever published, cf.
Nuutinen, in: Christfrid Ganander 1997: xi) had offered the following six comparisons which
in his opinion are shared by Hebrew, Lappish, and Finnish:

nax tsanaf, circumligavit Zianam ligo Sidon
prx tsinok, Nervus Suodnac funis ex nervis Suonicko
obx tselem, Imago Zialbme oculus Silmé

72 yalakh, ambulavit Juolka pes Jalka

7 yad, manus Kiedta manus Kiisi

77 yada, manavit, civit Jodam profiscor Judan

A footnote by Weman shows that he did not understand Judan, a north-Finnish loan
from Lappish, because he wishes to correct it to Joudun, pervenio, pergo celeriter. Forte etiam
nomen Juhta jumentum huc referri potest. Manavit and civit mean ‘to flow, spread, move, stir’,
and both the Lappish Jodam and Finnish Judan ‘T journey, travel’.

On p. 14-15 Weman refers to (Olav) Rudbeck filius according to whom the Finns
originated from the ten lost tribes of Israel.
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1997
However, only a few decades after Collin and Ganander the study

of comparative linguistics was to acquire a totally different direction under
the leadership of Wilhelm von Humboldt, Franz Bopp, Rasmus Rask and
Jacob Grimm. Our predecessors could not predict future developments. As
part of the European community of scholars they followed the scholarly
paradigm of their own period.

A scholarly edition: Christfrid Ganander, Nytt Finskt Lexicon, ed. by Liisa
Nuutinen, I-IT, Helsinki-Hameenlinna 1997.
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